Vortex particles and tree codes: I. flows with arbitrary crossing between solid boundaries and particle redistribution lattice; II. vortex ring encountering a plane at an angle.
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The first part of the paper deals with 2-D vortex methods. We briefly review the numerical method and we extensively describe two points in more details: the redistribution around an arbitrary body and a new scheme to diffuse a vortex sheet onto particles in a way that is most accurate. These two improvements allow to perform DNS of 2-D flows past bodies of arbitrary shape. We test and validate them on the flow past an impulsively started circular cylinder. The second part of the paper is about 3-D flows with solid boundaries. We test the viscous method on the interaction between a vortex ring and a plane. We also detail a modified version of the Particle Strength Exchange (PSE) scheme close to the solid boundary so as to enhance the accuracy of the method. Fast vortex codes are used for both 2-D and 3-D computations. The 3-D code is also parallel.

1 2-D flows past bodies of arbitrary shape

We wish to solve the vorticity equation for incompressible 2-D flows,

$$\frac{D\omega}{Dt} = \nu \nabla^2 \omega,$$

with no-slip at the wall and using vortex particles (position $x_p$, circulation $\Gamma_p$). The no-slip boundary condition is modelled by a flux of vorticity at the wall (Koumoutsakos, Leonard & Pépin, 1994; Koumoutsakos & Leonard, 1995; Koumoutsakos & Shiels, 1996; Leonard et al., 1997). One time step of the method may be summarized as:

1. compute $\frac{dx_p}{dt}$ using $u$ (computed from $\omega$ using the fast tree code)
2. update $x_p(t)$ and $\Gamma_p(t)$ for the time step $\Delta t$.
3. compute the vortex sheet, $\Delta \gamma$, so as to cancel the slip velocity at the wall.
4. diffuse $\Delta \gamma$ onto the nearby particles (i. e. , modify their strength) for the time step $\Delta t$.
5. redistribute if necessary.

In the next two sections, we detail points 3, 4 and 5 of the method. Points 1 and 2 are extensively described in the literature.
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1.1 Vortex sheet computation

After having moved the particles with the local velocity and updated their strength according to the PSE, there is a slip velocity, $\Delta U_{\text{slip}}$, at the wall. We put a vortex sheet, $\Delta \gamma$, on the surface of the body, whose strength is computed so as to cancel the panel-averaged tangential slip velocity (Leonard et al., 1997). The vortex sheet is discretized using $M$ boundary elements (i.e., “vortex sheet panels”) each of size $O(h)$ and each with uniform strength. Computing the panel strengths amounts to solving a linear system. This is so because, on top of inducing a uniform tangential velocity underneath themselves equal to $\mathbf{n} \times \Delta \gamma/2$, the panels also induce a velocity on one another. However, for the simple 2-D geometries that correspond to the infinite plane and the circle, one obtains an analytical solution for the required panel strength without having to actually solve the linear system: $\Delta \gamma = 2 \mathbf{n} \times \Delta U_{\text{slip}}$.

1.2 Vortex sheet diffusion

The total flux to be emitted into the flow for the other substep of the diffusion process is given by

$$\nu \frac{\partial \omega}{\partial n} = \frac{\Delta \gamma}{\Delta t}.$$  (2)

This flux must be emitted during a time $\Delta t$. In effect, the vortex sheet $\Delta \gamma$ must be distributed to neighbor particles by discretizing the Greens’ integral for the inhomogeneous Neumann problem corresponding to the diffusion equation. See Koumoutsakos et al. (1994) for a simple scheme in 2-D. Winckelmans (1993, private communication) and Leonard et al. (1997), have proposed an improved scheme. Consider a uniform panel of strength $\Delta \gamma$ located along the $y$-axis, from $-b/2$ to $b/2$, and diffusing to the right (the left being the body into which the vortex sheet does not diffuse), as shown in Fig. 1. Then, in this scheme, the amount of circulation, $\Delta \Gamma_i$, that must be received by the particle located at $x_i > 0$, $y_i$ (any sign) is given by

$$\Delta \Gamma_i = \int_{x_i-h/2}^{x_i+h/2} \int_{y_i-h/2}^{y_i+h/2} \Delta \omega \, dx \, dy$$  (3)

with $h^2$ the fluid area associated to each particle. $\Delta \omega$ stands for the change in vorticity due to the flux from the panel acting over a time $\Delta t$, and is itself the result of a time integral:

$$\Delta \omega = \int_0^{\Delta t} \frac{d\omega}{dt} \, dt.$$  (4)

Thus, the amount of circulation received by the particle $i$ is

$$\Delta \Gamma_i = \int_0^{\Delta t} \frac{d\Gamma_i}{dt} \, dt$$  (5)

where $\frac{d\Gamma_i}{dt}$ can be integrated exactly:

$$\frac{d\Gamma_i}{dt} = \int \int \frac{d\omega}{dt} \, dx \, dy = \frac{\Delta \gamma}{\Delta t} \left( \text{erfc}(s) \left[ \frac{(y_i-b/2)-h/2}{\sqrt{4\nu t}} \right] - \text{erfc}(s) \left[ \frac{(y_i+b/2)-h/2}{\sqrt{4\nu t}} \right] \right)$$

$$\left( \sqrt{4\nu t} \frac{1}{2} \left[ \text{erfc}(s) \left[ \frac{(y_i-b/2)+h/2}{\sqrt{4\nu t}} \right] - \text{erfc}(s) \left[ \frac{(y_i+b/2)+h/2}{\sqrt{4\nu t}} \right] \right] \right)$$  (6)
where \( \text{erfc}(s) = \int_{s}^{\infty} \frac{2}{\sqrt{\pi}} \exp(-v^2) \, dv \) and \( \text{i erfc}(s) = \int_{s}^{\infty} \text{erfc}(v) \, dv = \frac{1}{\sqrt{\pi}} \exp(-s^2) - s \text{erfc}(s) \). Notice that \( h_l/2 = x_i \) if \( 0 \leq x_i < h \) and \( h_l/2 = h/2 \) otherwise. This allows for particles in the “first layer” to be closer or further away to the \( y \)-axis than \( h/2 \) and it ensures that the scheme remains conservative in such cases, i.e., that \( \Delta \gamma \) is exactly distributed to the particles: \( b \, \Delta \gamma = \sum_i \Delta \Gamma_i \).

The time integral in Eq. (5) is computed using Gauss quadrature (3 or 4 points). If particles are on a regular lattice aligned with the panel, this scheme is conservative. In practice, however, the spatial distribution of the particles is not uniform: the proposed scheme is not exactly conservative. We are thus led to make the following correction in order to enforce conservation: instead of using \( \Delta \Gamma_i \) given by Eq. (5), we use

\[
\Delta \Gamma_{i,\text{conserv}} = \Delta \Gamma_i + \frac{(\Delta \Gamma_i)^2}{\sum_j (\Delta \Gamma_j)^2} \left( b \, \Delta \gamma - \sum_j \Delta \Gamma_j \right)
\]  

(7)

where \( j \) runs over all particles concerned by the panel \( \Delta \gamma \). This scheme minimizes \( \sum_i \frac{(\Delta \Gamma_i - \Delta \Gamma_{i,\text{conserv}})^2}{(\Delta \Gamma_i)^2} \) with the constraint that \( (b \, \Delta \gamma) - (\sum_i \Delta \Gamma_{i,\text{conserv}}) = 0 \).

In order for diffusion with the above schemes to work properly, the spatial distribution of the particles must remain fairly uniform. This is another reason why particle redistribution is needed every 5 to 10 time steps. It is also needed to minimize the PSE and convection errors.

### 1.3 Particle redistribution

In particle methods DNS, one needs to maintain the condition that particle cores overlap. This calls for a particle redistribution scheme. It consists in replacing the distorted set of vortex particles by a new set where the particles are, again, located on a \( h \times h \) lattice. Consider first the normalized 1-D problem with unit spacing. In the \( \Lambda_3(x) \) scheme, an old particle located at \( -1/2 \leq x \leq 1/2 \)
If a wall is present, the redistribution of particles close to the wall must be modified, because we can’t allow particles inside the body. We do this by using decentered $\Lambda'_p$ schemes. We here detail two such schemes, considering that an old particle is located at $-\frac{1}{2} \leq x \leq \frac{1}{2}$ and that the wall is at $x = -\frac{1}{2}$ for the $\Lambda'_2$ scheme and at $x = -\frac{1}{2}$ for the $\Lambda'_3$ scheme:

$$\Lambda'_2(x) \text{ gives } \begin{cases} \frac{1}{4}(x - 2)(x - 1) & \text{to the particle located at} \, \, 0 \\ x(2 - x) & 1 \\ -\frac{1}{2}x(1 - x) & 2 \end{cases},$$

$$\Lambda'_3(x) \text{ gives } \begin{cases} -\frac{1}{4}(1 + 2x)(2x - 1)(2x - 3) & \text{to the particle located at} \, \, -\frac{1}{2} \\ 4(3 - 2x)(1 - 2x)(3 + 2x) & 1 \\ 4(1 + 2x)(2x + 3)(3 - 2x) & 2 \\ \frac{4}{15}(2x + 3)(2x - 1)(2x + 1) & 3 \end{cases},$$

Our approach consists in using a $\Lambda_3$ scheme for particles located more than $3/2$ from the wall, a $\Lambda'_3$ scheme for particles with distance between $1/2$ and $3/2$, and a $\Lambda'_2$ scheme for particles less than $1/2$ from the wall.

In 2-D, the problem of deciding which scheme to use near the boundaries is more involved because, in general, the boundary crosses the redistribution lattice in an arbitrary way. We proceed in two steps. First, we redistribute an old particle in the $x$-direction and create temporary particles. We use a $\Lambda_3$ scheme if it is possible (that is, if it doesn’t introduce particles inside the body); if not, we use a $\Lambda'_3$ scheme and if it still leads to the creation of particles inside the body, we use a $\Lambda'_2$ scheme. This redistribution in the $x$-direction has thus created 4 ($\Lambda_3$ or $\Lambda'_3$) or 3 ($\Lambda'_2$) temporary particles. Each temporary particle is then redistributed in the $y$-direction using, in order of preference, a $\Lambda_3$, $\Lambda'_3$ or $\Lambda'_2$ scheme. Note that the scheme used in the $y$-direction is not necessarily the same for each temporary particle. We give a penalty $p_i$ to each new particle, with

$$p_i = \begin{cases} 0 & \text{if only centered schemes were used} \\ 1 & \text{if a $\Lambda'_p$ scheme was used for the $x$ or the $y$-direction} \\ 2 & \text{if $\Lambda'_p$ schemes were used for both the $x$ and $y$-directions} \end{cases}.$$

This leads to the creation of $N_{np}$ new particles. We then compute a global penalty,

$$P_{XY} = \frac{\sum_{i=1}^{N_{np}} p_i}{N_{np}}.$$

In a second step, we compute the global penalty $P_{YX}$ obtained when doing the redistribution first in the $y$-direction and then in the $x$-direction. In the end, we retain the order of redistribution that leads to the lowest global penalty. If $P_{XY} = P_{YX}$, we use an average of the two schemes. This duplication of the redistribution in both directions has no significant computational cost, because $P_{XY}$ is zero for almost all particles (that is, except those very close to the wall). If $P_{XY}$ vanishes, the second redistribution step does not need to be completed.
Fig. 2 gives an example of the $\Lambda_3\Lambda'_3\Lambda'_2$ redistribution scheme. Particle $A$ is far from the walls, so we use a $\Lambda_3$ scheme in both direction. Particle $B$ is close enough to the wall that we must use decentered schemes: we have $P_{XY} = \frac{4}{5}$ and $P_{YX} = \frac{11}{15}$, so we redistribute first in the $y$-direction and then in the $x$-direction.

1.4 Test case: the flow past an impulsively started cylinder

We will now test the “general redistribution” scheme and the new “panel to particles diffusion” scheme on the flow past an impulsively started cylinder. This flow is interesting because: (1) it is a benchmark for bluff body flows; (2) there exists an analytical solution valid for short times (Bar-Lev & Yang, 1975); (3) this flow has been extensively studied by Koumoutsakos and Leonard (1995) (referred hereafter as KL) using a vortex method, but with a redistribution technique specifically designed for the circle.

Fig. 3 shows the difference between the KL approach and our general method. In the KL method, the particles are initially (and also after each redistribution) located in a way that “follows” the boundary, but each particle still has an area of $h^2$ associated to it. This is clearly the best one can do in order to get accurate results for the flow past the cylinder. However, it cannot be extended to arbitrary geometry.

We have implemented a redistribution technique similar to what was used in KL, in order to have a “KL reference” solution for long times. Redistribution is done with a $\Lambda_3$ scheme in the $\theta$ direction and with, in order of preference, a $\Lambda_3$, $\Lambda'_3$ or $\Lambda'_2$ scheme in the $r$ direction. We compare our results with the analytical solution and with the results obtained with the KL approach for short times. Long time comparisons are also made. We compare, as a function of $T = \frac{t U^\infty}{D}$, and for $Re = \frac{U^\infty D}{\nu} = 550$, the isocontours of vorticity, the $x$ component of momentum, $I_x = \int_\Omega y \omega \, d\Omega = \sum_p y_p \Gamma_p$, and the drag coefficient: $C_D = \frac{F_x}{\frac{1}{2} \rho U^2 \infty D}$ with $F_x = -\rho \frac{d}{dt} \int_\Gamma \Gamma_d$ where $\frac{d}{dt} \approx \frac{I_x(t+\Delta t) - I_x(t-\Delta t)}{2 \Delta t}$. 

The parameters of the simulation are: $\Delta T = 0.01$, $h/D = 6.0288 \times 10^{-3}$. We use gaussian particles with core function: $\zeta = 1/(2\pi\sigma^2) \exp(-r^2/(2\sigma^2))$, with $\sigma/h = 1$. Redistribution is done every 5 time steps. If a new particle has $\Gamma < 0.001 \Gamma_{\text{max}}$ it is deleted (in order to avoid too high a growth rate for the number of particles). We also enforce the presence of 7 layers of particles around the body after each redistribution. There are 592 panels. Eq. (5) is integrated with 4 Gauss points. The integration scheme for convection is a second order Adams-Bashforth (second order Runge-Kutta for the first step and after each redistribution); for PSE diffusion, we use a first order Euler explicit scheme. We use a fast tree code, with multipole expansions of third order. The mean error estimate (on the norm of the velocity) is $\sim 3 \cdot 10^{-3}$. The number of particles goes from $\sim 5000$ to $\sim 70000$ during the simulation. The total run time is $\sim 3$ hours on a DEC alpha, 433 Mhz.

Fig. 4 shows isocontours of vorticity for the KL approach and for our general approach. The agreement between these techniques is very good, although the minimum and maximum value of $\omega$ may be slightly different (because they correspond to particles very close to the wall). Small oscillations in the low-value isocontour of the general method are present, because it is located next to the region without particles.

Fig. 5 shows a comparison between the analytical expression of $I_x$ for short times, $I_x$ computed with the KL, and with the general approach. It also shows a comparison for longer times. The drag coefficient, $C_D$, is also shown: short times and longer times. The $C_D$ curves exhibit a high frequency noise. This is due to the redistribution: $\Lambda_p$ schemes indeed conserve the first $p$ moments of the vorticity, but not the time derivative of those moments. As might be expected, this noise has a greater amplitude for the general scheme than for the KL approach. The reason is that, with the KL method, particles are never very close to the body.

A convergence analysis of our general method is shown in Fig. 6. We have made two simulations of the same flow: one at $h/D = 6.0288 \times 10^{-3}$, $\Delta T = 0.01$ and one at $h/D = 3.0144 \times 10^{-3}$, $\Delta T = 0.0025$. Thus, both have the same $\frac{\nu \Delta t}{h^2} = \frac{1}{2}$. This figure shows that the general method indeed converges well: the values of $I_x$ and $C_D$ obtained with the smaller $h/D$ are remarkably close to the analytical
Figure 4: Iso $\omega$ comparison for $T = 1$, 2 and 5; KL (left), general (right). Iso levels are (top to bottom, left to right): -47 to 47, -43 to 43, -37 to 37, -47 to 47, -43 to 43, -41 to 41, by step of 2.
Figure 5: Short time $I_x$ comparison (top left): analytical (solid), KL (○), general (+). Long time $I_x$ comparison (top right): KL (solid), general (dashed). Short time $C_D$ comparison (bottom left): analytical (solid), KL (○), general (+). Long time $C_D$ comparison (bottom right): KL (solid), general (dashed).

Figure 6: Convergence of $I_x$ for the general approach (left) and of $C_D$ (right): analytical (solid), $h/D = 6.0288 \times 10^{-3}$, $\Delta T = 0.01$ (○); $h/D = 3.0144 \times 10^{-3}$, $\Delta T = 0.0025$ (+).
values.

2 3-D flows with no-slip boundary condition

We wish to solve the 3-D vorticity equation,

\[ \frac{D\omega}{Dt} = (\nabla u) \cdot \omega + \nu \nabla^2 \omega, \]

with no-slip at the wall and using vortex particles (position \( x_p \), strength \( \alpha_p \)). We consider here a flat surface at \( y = 0 \) and a flow above that plate (\( y > 0 \)). The no-slip boundary condition corresponds to a flux of vorticity at the wall for \( \omega_x \) and \( \omega_z \), and to a Dirichlet boundary condition: \( \omega_y = 0 \). One time step of the 3-D method can be summarized as:

1. compute \( \frac{dx_p}{dt} \) using \( u \) (computed from \( \omega \) using the fast tree code)
2. update \( x_p(t) \) and \( \alpha_p(t) \) for the time step \( \Delta t \).
3. compute the vortex sheet, \( \triangle \gamma \), so as to cancel the slip velocity at the wall. Here

\[ \triangle \gamma_x = 2 \triangle U_{\text{slip},x} \quad \text{and} \quad \triangle \gamma_z = -2 \triangle U_{\text{slip},z}. \]

4. diffuse \( \triangle \gamma \) onto the nearby particles (i.e., modify their strength) for the time step \( \Delta t \),

\[ \nu \frac{\partial \omega_x}{\partial y} = \frac{\triangle \gamma_x}{\Delta t} \quad \text{and} \quad \nu \frac{\partial \omega_z}{\partial y} = \frac{\triangle \gamma_z}{\Delta t}. \]

5. redistribute if necessary (\( \Lambda_3 \) scheme in \( x \) and \( z \)-direction, \( \Lambda_3\Lambda_3'\Lambda_2' \) scheme in \( y \)-direction).

Steps 1 and 2 are described in the literature (e.g., Winckelmans & Leonard, 1993; Winckelmans et al., 1995, 1996), except for the modified PSE which will be explained in the next section. Steps 3 and 5 are trivial because of the simple plane geometry.

2.1 Enforcement of the no-slip boundary condition in 3-D

Steps 1, 3 and 4 of the method contribute to the boundary condition enforcement. During Step 1, we use a modified PSE for particles close to the wall (less than 5\( \sigma \)): we use image particles when computing the PSE. Image particles are such that, if a particle at position \( x e_x + y e_y + z e_z \) has weight \( \alpha x e_x + \alpha y e_y + \alpha z e_z \), the corresponding image particle is at \( x e_x - y e_y + z e_z \) and has weight \( \alpha x e_x - \alpha y e_y + \alpha z e_z \). This guarantees that, at the wall: (1) \( \omega_y = 0 \), (2) \( \frac{\partial \omega_x}{\partial y} = \frac{\partial \omega_z}{\partial y} = 0 \) and (3) \( \frac{\partial^2 \omega_x}{\partial y^2} = 0 \) during the PSE substep.

After having moved the particles with the local velocity, and updated their strength according to the modified PSE and to the stretching, there is a slip velocity, \( \Delta U_{\text{slip}} \), at the wall. We compute the vortex sheet, \( \triangle \gamma \), on the surface so as to cancel the slip velocity underneath the sheet (Step 3).
We then transfer the strength of the vortex sheet onto the neighbor particles. We do this by solving the diffusion equation for a time $\Delta t$. The 3-D equivalent of Eq. (6) is

$$\frac{d\alpha_i}{dt} = \frac{\Delta \gamma}{\Delta t} \left( \text{erfc}(u) \right) \binom{y_i - h_i/2}{\sqrt{4\nu t}} \binom{y_i + h_i/2}{\sqrt{4\nu t}}$$

$$= \left( \sqrt{4\nu t} \right) \left( \text{erfc}(u) \right) \binom{x_i + h/2 - b/2}{\sqrt{4\nu t}} \binom{x_i - h/2 - b/2}{\sqrt{4\nu t}}$$

$$- \left( \sqrt{4\nu t} \right) \left( \text{erfc}(u) \right) \binom{x_i + h/2 + f/2}{\sqrt{4\nu t}} \binom{x_i - h/2 - f/2}{\sqrt{4\nu t}}$$

(15)

with $h_i/2 = y_i$ if $0 \leq y_i < h$ and $h_i/2 = h/2$ otherwise. This is valid for a rectangular panel of size $b \times f$. The panels we use for the discretization of the vortex sheet are sometimes triangular.

In order to still use Eq. (15), we replace each triangular panel by a square of size $b \times b$, with a surface, $b^2$, equal to the surface of the triangle. Once again, the amount of circulation received by particle $i$ is finally obtained from

$$\Delta \alpha_i = \int_0^{\Delta t} \frac{d\alpha_i}{dt} \, dt$$

the integral being computed, typically, with 4 Gauss points. As in 2-D, this scheme is conservative if particles are on a regular lattice and are aligned with the panel. To enforce conservation in all situations, we use the same type of correction as the one described in Section 1.2.

Another point of interest is related to the divergence of $\omega$. Maintaining a nearly divergence-free vorticity field is crucial for accurate 3-D simulations. The problem already arises for unbounded flows. One can certainly expect further complications when dealing with wall bounded flows. Casciola, Piva and Bassanini (1996) have extensively studied the problem of vorticity generation on a flat surface. They have proved that if $\omega$ is initially divergence free, and if the vortex sheet, $\Delta \gamma$, has zero 2-D divergence,

$$\frac{\partial \Delta \gamma_x}{\partial x} + \frac{\partial \Delta \gamma_z}{\partial z} = 0$$

then the diffusion of $\Delta \gamma$ conserves the zero divergence. The problem is thus to produce a divergence free $\Delta \gamma$. Casciola, Piva and Bassanini (1996) have also proved that, if $\Delta \gamma$ is calculated as in Eq. (13) and if $\Delta U_{\text{slip}}$ is 2-D irrotational,

$$\frac{\partial \Delta U_{\text{slip},x}}{\partial z} - \frac{\partial \Delta U_{\text{slip},z}}{\partial x} = 0$$

(18)

then Eq. (17) is automatically satisfied. One can show that, if $\omega_y = 0$ at $y = 0$ and if $\omega$ is divergence free, then $\Delta U_{\text{slip}}$ will indeed verify Eq. (18). The use of the modified PSE, coupled with a divergence free vorticity field, guarantees that the enforcement of the boundary condition on $\omega_x$ and $\omega_z$ conserves the zero divergence of the vorticity. The conclusion is that, with the proposed algorithm, the presence of the wall does not change the nature of the divergence problem: one needs to maintain $\omega$ nearly divergence free in the bulk of the flow, as is also required for unbounded flow computations.

### 2.2 3-D application: vortex ring at an angle of attack

As an application/validation of the method, we consider a vortex ring of radius $R$, of Gaussian vorticity distribution, $\omega(r) = \frac{\Gamma}{2\pi r^2} \exp\left(-\frac{1}{2} \frac{r^2}{a^2}\right)$ with $a/R = 0.1$, with a Reynolds number, $Re = \frac{\Gamma}{\nu}$. The 3-D equivalent of Eq. (6) is

$$\frac{d\alpha_i}{dt} = \frac{\Delta \gamma}{\Delta t} \left( \text{erfc}(u) \right) \binom{y_i - h_i/2}{\sqrt{4\nu t}} \binom{y_i + h_i/2}{\sqrt{4\nu t}}$$

$$= \left( \sqrt{4\nu t} \right) \left( \text{erfc}(u) \right) \binom{x_i + h/2 - b/2}{\sqrt{4\nu t}} \binom{x_i - h/2 - b/2}{\sqrt{4\nu t}}$$

$$- \left( \sqrt{4\nu t} \right) \left( \text{erfc}(u) \right) \binom{x_i + h/2 + f/2}{\sqrt{4\nu t}} \binom{x_i - h/2 - f/2}{\sqrt{4\nu t}}$$

(15)

with $h_i/2 = y_i$ if $0 \leq y_i < h$ and $h_i/2 = h/2$ otherwise. This is valid for a rectangular panel of size $b \times f$. The panels we use for the discretization of the vortex sheet are sometimes triangular.

In order to still use Eq. (15), we replace each triangular panel by a square of size $b \times b$, with a surface, $b^2$, equal to the surface of the triangle. Once again, the amount of circulation received by particle $i$ is finally obtained from

$$\Delta \alpha_i = \int_0^{\Delta t} \frac{d\alpha_i}{dt} \, dt$$

the integral being computed, typically, with 4 Gauss points. As in 2-D, this scheme is conservative if particles are on a regular lattice and are aligned with the panel. To enforce conservation in all situations, we use the same type of correction as the one described in Section 1.2.

Another point of interest is related to the divergence of $\omega$. Maintaining a nearly divergence-free vorticity field is crucial for accurate 3-D simulations. The problem already arises for unbounded flows. One can certainly expect further complications when dealing with wall bounded flows. Casciola, Piva and Bassanini (1996) have extensively studied the problem of vorticity generation on a flat surface. They have proved that if $\omega$ is initially divergence free, and if the vortex sheet, $\Delta \gamma$, has zero 2-D divergence,

$$\frac{\partial \Delta \gamma_x}{\partial x} + \frac{\partial \Delta \gamma_z}{\partial z} = 0$$

then the diffusion of $\Delta \gamma$ conserves the zero divergence. The problem is thus to produce a divergence free $\Delta \gamma$. Casciola, Piva and Bassanini (1996) have also proved that, if $\Delta \gamma$ is calculated as in Eq. (13) and if $\Delta U_{\text{slip}}$ is 2-D irrotational,

$$\frac{\partial \Delta U_{\text{slip},x}}{\partial z} - \frac{\partial \Delta U_{\text{slip},z}}{\partial x} = 0$$

(18)

then Eq. (17) is automatically satisfied. One can show that, if $\omega_y = 0$ at $y = 0$ and if $\omega$ is divergence free, then $\Delta U_{\text{slip}}$ will indeed verify Eq. (18). The use of the modified PSE, coupled with a divergence free vorticity field, guarantees that the enforcement of the boundary condition on $\omega_x$ and $\omega_z$ conserves the zero divergence of the vorticity. The conclusion is that, with the proposed algorithm, the presence of the wall does not change the nature of the divergence problem: one needs to maintain $\omega$ nearly divergence free in the bulk of the flow, as is also required for unbounded flow computations.

### 2.2 3-D application: vortex ring at an angle of attack

As an application/validation of the method, we consider a vortex ring of radius $R$, of Gaussian vorticity distribution, $\omega(r) = \frac{\Gamma}{2\pi r^2} \exp\left(-\frac{1}{2} \frac{r^2}{a^2}\right)$ with $a/R = 0.1$, with a Reynolds number, $Re = \frac{\Gamma}{\nu}$.
\[ \frac{dE}{dt} = -2\nu \mathcal{E} \]

\( \Gamma/\nu = 400 \), inter-particle spacing, \( h/R = 0.05 \), initial height \( H/R = 2 \), angle of attack of \( \alpha = 15 \) deg. The time step is \( \Delta T = \Delta t \Gamma/\nu R^2 = 0.1 \), \( h/R = 0.05 \) and \( \frac{\sigma}{h} = 1 \). Redistribution takes place every 5 time steps, and we guarantee a layer of 4 particles up to a radius of 5 \( R \) after each redistribution. We use a \( \Lambda_3 \) scheme in the \( x \) and \( z \)-directions, and a \( \Lambda_3 \Lambda_3' \Lambda_2' \) approach in the \( y \)-direction. New particles with \( ||\alpha|| < 0.001 ||\alpha||_{\text{max}} \) are deleted (in order to avoid too high a growth rate for the number of particles). The average slip velocity over a panel is computed with a 4 points Hamer rule, and Eq. (16) is integrated with a 4 points Gauss quadrature. This simulation used a fast and parallel tree code (Barnes & Hut, 1986; Greengard & Rohklin, 1987; Warren & Salmon, 1993; Salmon, Warren & Winckelmans, 1994; Salmon & Warren, 1994; Warren & Salmon, 1995(a), 1995(b); Winckelmans et al., 1995, 1996) using multipole expansions of order 2. The code ran for 30 hours on 4 processors (DEC alpha, 533 Mhz). The number of particles goes from \( \sim 148000 \) to \( \sim 346000 \) particles. For the fast code, the mean error estimate (on the velocity norm) is \( \sim 2 \cdot 10^{-3} \).

Fig. 8 shows iso-contours of vorticity. One way to make a global validation of this computation is to compare the energy decay rate and the enstrophy. Indeed, if one defines the kinetic energy, \( E = \frac{1}{2} \int_{\Omega} u \cdot u \, d\Omega \), and the enstrophy, \( \mathcal{E} = \frac{1}{2} \int_{\Omega} \omega \cdot \omega \, d\Omega \), then the relation

\[ \frac{dE}{dt} = -2\nu \mathcal{E} \]  

should be satisfied. Fig. 7 shows that, although Eq. (19) is not exactly satisfied, there is a good agreement. Note that there is an increase in enstrophy, \( \mathcal{E} \), between \( T \approx 5 \) and \( T \approx 8 \). This is due to the stretching and to the vorticity flux at the wall. Further validations of the method will be conducted in the future: higher Reynolds number (Orlandi & Verzicco, 1993) and higher angle of attack (Lim, 1989; Verzicco & Orlandi, 1994, 1996).
Figure 8: isocontours of vorticity (15% and 85% of $\|\omega\|_{\text{max}}$), $T = t\Gamma/R^2 = 0, 5, 10, 15, 20, 25$ (top to bottom, left to right), $Re = \Gamma/\nu = 400$, $\alpha = 15$ deg, $\|\omega\|_{\text{max}} = 12.77, 4.54, 3.46, 2.39, 1.45, 0.93$. 

3 Conclusion

We have presented and validated two improvements of the 2-D vortex method that allow to perform DNS of flows past bodies of arbitrary shape. We have also developed the viscous boundary condition for 3-D vortex methods, including a modified PSE scheme near the wall. It has been validated on the simulation of a vortex ring encountering a plane at an angle of attack.
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