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A SURVEY ON ERROR BOUNDS FOR LOWER SEMICONTINUOUS
FUNCTIONS

D. Azg!

Abstract. We survey ancient and recent results on global error bounds for the distance to a sublevel
set of a lower semicontinuous function defined on a complete metric space. We emphasize the case of
a recent characterization of this property which appeared in [5,7]. We also review the convex case and
show how the known result on sufficient condition for a global error bound can be derived from the
quoted characterization.

Résumé. Nous revenons sur d’anciens et nouveaux résultats de borne d’erreur pour la distance & un
ensemble de sous-niveau d’une fonction semi-continue inférieurement définie sur un espace métrique
complet. Nous soulignons en particulier la caractérisation récente de cette propriété apparue dans [5,7].
On revient aussi sur le cas convexe, et on montre comment les résultats connus de conditions suffisantes
pour une borne globale d’erreur découlent de la caractérisation citée.

INTRODUCTION

The problem of finding conditions ensuring existence of a global error bound for the distance to a sublevel
set of a lower semicontinuous function has been intensively discussed since the seminal work [20] by Hoffman.
It can be stated as follows : given a lower semicontinuous function f : X — RU {+oco} defined on a complete
metric space X, we say that f has a global error bound at the level « if there exists a positive real number 7
such that

rd(z, [f<a]) < (f(z) —a)T forallz e X, (1)

where [f<a] == {z € X : f(z) < a}, d(z,[f<a]) stands for the distance from z to the set [f<a], and
t* = sup(t, 0) denotes the positive part of the real number ¢. In other words the distance to the set d(z, [f<a])
is at most of the same order than the residual (f(x) — «)*. The first step along this line was done by Hoffman
in [20] in which (1) was proved for a convex polyhedral function of the type f(z) = maxi<j<m(ajz — b;) where
ai, - ,am,m € R and by, - - b, € R, assuming that the polyhedron [f < 0] is nonempty. For convex functions,
non necessarily polyhedral, a first step was done by Robinson in [38,39] who proved that, assuming that the
convex function f : X — R U {+oo}, defined on a normed space, satisfies the conditions infx f < « (Slater’s
condition at the level o) and [f<«] bounded, then (1) holds true. Indeed, assuming that f(xo) = a—60 < «
J@—a 191 and

with 6 > 0 and given x € X with f(z) > «, then z; := x + t(xg — z) € [f<a] for t = 0+ fo)—a

[ = woll < [l — el + l|le — ol| < tllx — ol + 7 + |20,
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2 D. AZE
where [f<a] is contained in the closed ball of radius r centered at 0. Thus we get

7+ [zl

(r +llzoll) < —5—(f(z) — a). (2)

(e, [f<0)) <z — | < bz — 2ol < T
Later Mangasarian in [28], Auslender-Crouzeix in [1] and Klatte-Li in [25] gave sufficient condition for an error
bound in terms of an asymptotic condition which will be discussed later on. Some other sufficient conditions
were also given by Deng in [14,15]. In the nonconvex case, the first result on error bounds was proved by
Toffe in [21]. Recently Ioffe in [22], Ng-Zheng in [33] and Wu-Ye in [44-46] furnished some sufficient conditions
for a global error bound and Penot gave some results in the quasiconvex case in [37]. In the convex case, the
first characterization of the existence of a global error bounds seems to be the one given by Cornejo-Jourani-
Zalinescu in [10]. Some other characterization in the convex case were given by Lewis-Pang in [27], by Lemaire
in [26] (anticipated by Auslender-Crouzeix-Cominetti in [3]) and by Zalinescu in [47] and recently in [5,45]. In
the nonconvex case, one can find a characterization of a global error bound for lower semicontinuous functions
defined in a complete metric space in [5, Theorem 2.4] further developed in [7].

Throughout the paper X will be a metric space endowed with the metric d, and f : X — RU{+o0} be a lower
semicontinuous function. For U C X and r €10, +00] (resp., r € [0, +00]), we denote by B,.(U) (resp., B,(U))
the open (resp., closed) r-enlargement of U: B,.(U) := {z € X : d(x,U) <7}, B.(U) :={x € X : d(x,U) <r},
where d(z,U) := inf,ecy d(z,y), with the convention that d(z,0) = 4+oo. If U = {z}, we simply write B, (z),
B, (z). In the case where X is a Banach space, we simply write Bx for B;(0). For a € R and 8 € RU {+oc},
we let:

[f<al:={zeX: flz)<a}, [f<f]:={reX:[f(z)<p}
denote respectively the closed and open sublevel sets of f, and if a < 3, we further denote by [a<f<f] :=
[f<B]\ [f<q] the slice between « and 8. If § = +o0, we shall also write

[f>a] = [a<f<4o0], domf :=[f<+o0],

and say, as usual, that f is proper if domf # ().

We say that a function f : X — R U {400} satisfies a global error bound between the levels o and 5 > «
whenever [f<f] # 0 and there exists a positive real number 7 such that

(GE) g Td(z,[f<a]) < (f(2) — )" for all @ € [f<p],

We also say that f satisfies a global error bound at the level « if (GE) a(4o0) holds true, that is, there exists
7 > 0 such that

(GE),, rd(z,[f<a]) < (f(z) —a)T for all z € X.

It is noteworthy that, besides its own interest, the question of global error bounds takes equivalent forms which
are interesting and sometimes quite surprising. As an example, it is equivalent to the metric regularity of a
multifunction. Namely, let FF C X x Y be a closed multifunction between metric spaces X and Y identified to
its graph. Let y € Y and let f, : X x Y — R U {400}, defined by

fy(x,2) = d(y, 2) +ir(z, 2),

0 if (z,y) € F

) . Then (GE)g leads to
+00  otherwise

where iy is the indicator function of F, that is ip(x,y) = {

rd(z, F~(y)) < d(y, F(x)) for all z € X. (3)
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Indeed, one has [f, < 0] = F~(y) x {y}, so that (GE) yields
rd((z,2), F~ ' (y) x {y}) < d(y, 2) for all (z,2) € F,
hence, endowing for instance X x Y with the box distance, xe get
rd(z, F~'(y)) < d(y, F(x)) for all 2 € X.

Conversely (3) applied to F = epi f with y = « yields (GE),. The case of metric regularity near a point
(w0,90) € F, that is the existence of 7 > 0 such that 7d(z, F~(y)) < d(y, F(x)) for all (z,y) near (zq,yo) can
also be treated by the means of error bounds (see e.g. [7,22,23]). One can also observe that finding a global
error bound is equivalent to finding a sharp minimum : given f : X — RU{+o0}, there exists 7 > 0 such that

Td(z,argmin f) < f(z) —my forallz € X (4)

where my = infx f and argmin f = [f<my]. Indeed (4) is (GE),,,, and conversely [f<a] = argmin (f —a).

The paper is organised as follows. In section 2, we list some recent sufficient conditions issued from [22]
and [45] for the existence of an error bound and we review the results given in [5-7] about the characterization
of the existence of a global error bound, along with some local and parametric results. Finally we treat the
convex case in section 3 and we check how the known results on sufficient conditions can be derived from the
quoted characterizations. Let us mention that, except in Example 1.18, we restrict ourself to first order error
bounds, that is we do not treat the case of estimates of the type 7d(z, [f<a]) < ((f(x) — a)")? with p > 1.

1. ERROR BOUNDS FOR LOWER SEMICONTINUOUS FUNCTIONS

In this section, without other indications, (X, d) will denote a complete metric space.

1.1. Sufficient conditions
The main tool in what follows is the following version of Ekeland’s variational principle.

Proposition 1.1. Let X be complete, f: X — RU{+oo} be a (proper) lower semicontinuous function, and
letz € X, 0>0, and r > 0 be such that :

f(z@) < i§ff+ar.
Then, there exists © € B,(Z) such that f(x) < f(Z) and

f(@) < fly) +od(z,y) for everyy € X \{z}. (5)

Among the recent results on existence of an error bound, we firstly quote the following one due to Ioffe in [22, p.
512]. This result is used in the quoted reference to derive metric regularity results for multifunctions.

Lemma 1.2. Let (X, d) be a complete metric space and let f : X —— RU{+00} be a proper lower semicontinuous
function. Assume that there exist T € dom f, o > 0, r € (0,+00] with f(Z) < or such that for all0 <t < o
and for all x € [f > 0] N B,(T), there exists u # x with

fH(u) +td(z,u) < f(x).

Then [f < 0] # 0 and od(z,[f <0]) < fT(Z)

The next result is [45, Theorem 3] for which we give a simple proof.
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Theorem 1.3. Let (X,d) be a complete metric space and let f: X — RU {400} be a proper lower semicon-
tinuous function. Assume that [f<B] # 0 and that

for all x € [a< f<f] there exists y € [f>a]\ {z} such that f(y) + d(z,y) < f(z). (6)

Then [f<a] # 0, and
d(z,[f<a]) < (f(z) — )" for allx € [f<p]. (7)
Proof. Assume that (7) does not hold. Thus there exists € X such that f(z) < B and (f(Z)—a)" < d(z,[f<a])
so that a < f(Z) < +oo. Let r > 0 be such that
(f(@) — )" <r <d(z,[f<a)),

and let g = (f — a)" in such a way that ¢g(Z) < infx g + r. From Proposition 1.1, we can find z € X such that
d(z,z) <r, g(z) < g(z) and

9(x) < g(y) +d(z,y) for all y € X\ {z}. (8)
Observe that f(xz) > « due to d(z,Z) < r, and that f(z) < (3 since g(z) < ¢(Z). Returning to (8), we get
x € la<f<p] and f(x) < f(y) + d(x,y) for all y € [f>a] \ {z}, which contradicts (6). O

Remark 1.4. In the case where X is a Banach space and f : X — R U{+o0} is convex, then assumption (6)
can be weakened under the form

for all z € [a< f<f] there exists y # x such that f(y) +d(z,y) < f(=). 9)

Indeed if y # x given by (9) is such that f(y) < «, then we can find ¢ €]0,1[ such that f(y) = « with
g=x+tly—x) and

f) 1) | f@) W)

19 — | ly =l —
thus (6) holds. It is noteworthy that (9) implies that (GE),s holds for every v € [a, 5[. We shall see later a
converse to this result.

>

)

As a consequence, we get the following strengthening [18, Theorem 2] of Takahashi’s Theorem in [41]:

Theorem 1.5. Let (X, d) be a complete metric space, let p : X — RU{+o0} be a proper lower semicontinuous
function, bounded from below and let 8 > infx ¢. Assume that, for all x € X with infx ¢ < p(z) < B, there
exists y # x such that o(y) + d(z,y) < p(x). Then argminy # 0, and

d(x, argmin ) < o(x) — i&f(p for all x € [f<p].

Proof. Apply Theorem 1.3 with a@ = infx ¢. a

Example 1.6. (see [41]) Theorem 1.3 provides a short proof of Nadler’s Theorem (in [32]). Let X be a complete
metric space, and let T C X x X be a closed-valued multifunction such that h(7T(z),T(y)) < kd(z,y) for some
0 <k <1and forall z, y € X where h(T'(z), T(y)) = max (sup ey d(z, T(y)), sup,cr,) d(z, T(z))) denotes
the Hausdorff distance. Let us denote by Fr the set of fixed points of T', that is the set of those x € X such
that « € T'(x). Let us set f(x) = d(z,T(x)), so that f is continuous and [f<0] = Fr. Let £ > 0 be such that
E(l+¢) <1, let z € [f>0] and let y € T'(z) be such that d(z,y) < d(x,T(x))(1 + ). One has y # z and
d(y,T(y)) < kd(x,y) in such a way that

1
1+¢

J(@) = f(y) = d(@, T(@)) = d(y, T()) = (77— — k) d(w,y),



A SURVEY ON ERROR BOUNDS FOR LOWER SEMICONTINUOUS FUNCTIONS 5
thus Theorem 1.3 applies, yielding Fir # 0 and, by letting € go to 0,
(1= k)d(z, Fr) < d(z,T(x)) for all z € X.

Remark 1.7. a) In Theorems 1.3 and 1.5, one can use od as a distance with o > 0.

b) We saw that Theorem 1.5 is an immediate consequence of Theorem 1.3. In fact these two results are
equivalent since Takahashi’s Theorem is equivalent to Ekeland variational principle, as shown in [11]. In fact
Takahashi’s Theorem is equivalent to completeness of X (see [41]) and Ekeland’s variational principle is also
equivalent to completeness of X as shown in [43].

Example 1.8. Theorem 1.3 applies also to the framework of [19]. Let T be a compact topological space,
let C(T') be the space of continuous functions on T equiped with the norm ||g||cc = maxer |g(t)|, and let
g : R" — C(T') be a continuous mapping. Let us define f : R® — R by f(z) = maxier g(z)(t) and let us
consider the set S := [f<0] = {z € R" : maxser g(2)(¢) < 0}. In the quoted reference, it is proved that a global
error bound of the type

7d(z,5) < ||g(z)"||eo for all z € R™,
holds true, assuming that the functions g(-)(t) are convex for all ¢ € T and that the so-called weak Slater
condition is in force: there exists 7 > 0, 8 > 0 such that for all z € R" with 0 < [|g(z)"||oc < 3, there exists

y € R™ such that g(y)(t) < ||g(x)"||eo for all t € T and 7|z — y|| + f(y) < f(x). It follows that this weak Slater
condition implies that (9) holds, and then f has an error bound at the level 0.

1.2. Characterization of global error bounds

Let us recall the notion of strong slope introduced by De Giorgi, Marino, and Tosques in [13].
Definition 1.9. Let f: X — RU{+0c0} be a lower semicontinuous function, and let z € domf. Set:

0 if z is a local minimum of f,

VI = e )

otherwise.
y—z  d(z,y)

For x ¢ domf, let |V f|(x) := +00. The nonnegative extended real number |V f|(z) is called the strong slope of
f atx.

The next result, taken from [7], provides a characterisation of global error bounds for lower semicontinuous
functions defined on a complete metric space. This result was previously obtained in [5, Theorem 2.4] in the
particular case § = +o0.

Theorem 1.10. Let X be complete, f : X — R U {400} be a lower semicontinuous function, and o € R,
8 € RU{+o0} with a < .

a) Assume that [f<fB] # 0 and

Ti= [a<ir}f<m|Vf| >0 (10)
Then
rd(z, [f<H]) < (f(x) — )T for all a <~ < B and for all x € [f<}f]. (11)

b) Conversely, assume that (11) is satisfied for some T > 0, then inflo< s |V f| > T.
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Example 1.11. Let X, Y be Banach spaces and let A : X — Y be a linear continuous mapping such that
A(X) =Y. For y € X, let us introduce the convex continuous function f : X — R by f(z) = ||A(z) —y||. One

has [f<0] = A~'(y). From Baire’s Theorem, we can find 7 > 0 such that 7By C A(Bx). Now given z € [f>0],
we can find a sequence (uy)ren C Bx such that

vi= =]z — y| " (A) —y) = lim Alu)

yielding
T = II'(A(@) = y;0) = lim |- ["(A(2) = y; Alug)) = lim f(z5ur),

where ¢'(z;u) = limg ot~ (g(z + tu) — g(x)) denotes the usual directional derivative of the convex function g
at x in the direction u. Let 0 < € < 7. We derive that for k large enough we have f/(z;ur) < —(7 — ¢), from
which we get

- t
f($) f(I + uk) < ||Uk|| limsup
] y—o

= [lugl[[V£|(z) < |V fI(2),

f(@) = fly)
T —y

e < —fl (- — li
re </ = o
hence infy~q) |V f|(z) > 7 — e. Thus applying Theorem 1.10, we get (7 —¢) d(z, A~ (y)) < [|A(z) — y|| for all
x € X and for all y € Y, and then

rd(z, A (y)) < ||A(x) — y|| for all z € X and for all y €Y

which leads immediately to the conclusion of the Banach open mapping theorem.

Remark 1.12. The sufficient condition of Wu and Ye in Theorem 1.3 is not necessary in order to obtain a
global error bound as shown by the following example. Let X be a complete metric space such that

|Vd,|(z) =1 for every z € X and for every x # z, (12)

where d,(x) = d(z,2). From [7] this property is equivalent to the fact that, for all € > 0 and for all z, z € X
such that x # z, there exists y € X such that

d(z, z)

max(d(z,y), d(z,y)) < —

+¢,

which is equivalent for X to be a path metric space space (see e.g [17, Theorem 1.8]). A path metric space is a
space in which d(z, z) is the infimum of the lengths of the curves joining  and z for all  # z. A convex metric
space, that is a metric space (X, d) for which, for all z # z, there exists y € X with d(z,y) + d(y, 2) < d(z, z),
is a path metric space, but there exist path metric spaces which are not convex. Let X be such a metric space.

According to Theorem 1.10, and observing that [d,<v] = B,(z), property (12) is equivalent to
d(z,[d.<v]) < d(z,x) — for all v > 0 and for all x € X \ B,(2). (13)

Now let © # z be such that d(z,2) < d(z,y) + d(y, z) for all y € X \ {z,z}. Then for any 0 < v < d(z, z),
the function d, satisfies (GE)., but condition (6) of Theorem 1.3 does not hold due to the fact that d(z,z) <
d(z,y) + d(y, 2) for all y € X \ {x, 2}, thus d.(z) < d(z,y) + d.(y) for all z # z and for all y # x so that
assumption (6) cannot be satisfied.
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1.3. Estimates of the strong slope

In the previous subsection, we gave a characterization of the existence of a global error bound in terms of
the strong slope. So it is necessary to estimate the strong slope in order to apply this result. In fact we give
two ways for estimate the strong slope. One uses the notion of subdifferential and the other one relies on
directional derivatives. We consider here a Banach space X endowed with a norm ||-||, with topological dual
X*, d, denoting the metric associated with the norm of X*.

We further consider an “abstract” subdifferential operator 0, which associates to any lower semicontinuous
function f: X — RU {+o0}, and any point € X, a subset df(z) of the (topological) dual X* of X, in such
a way that f(z) = 0 if x ¢ domf, and the following two properties are satisfied:

(P1) if f is convex, then df(x) = {z* € X*: f(y) > f(x) + (z*,y —z) forall y € X };

(P2) if g : X — R is convex and Lipschitz continuous, and if Z € domf is a local minimum point of f + g

then, for every € > 0 there exist z,y € X, 2* € 9f(x), and y* € dg(y) such that

le -zl <e, ly—z| <e, flz) <[f(@)+e, and [l2"+y"[l. <e.

One easily prove the following (see [22] and also [7]).

Proposition 1.13. Let X be a Banach space and O be a subdifferential operator such that properties (P1) and
(P2) are satisfied. Then, for every lower semicontinuous function f : X — RU {400} and every x € X, we
have:

Vil(x) > lim inf d«(0,0 .

Vi) (. f W) —(z,f(2)) 0,07(w))
From the previous proposition, we deduce that infy d.(0,0f(z)) > 7 implies infy |V f|(z) > 7 for any open
subset U C X. As an immediate consequence of Theorem 1.10 and Proposition 1.13 we thus have:

Corollary 1.14. Let X be a Banach space and 0 be a subdifferential operator such that (P1) and (P2) hold,
f: X > RU{+00} be a lower semicontinuous function, and o« € R, 8 € RU {+o0} with a < 3 and [f<3] # 0.
Assume that, for some T > 0, one has

inf d«(0,0f(x)) > .
ernt (0,0f(x))

Then, for alla <y < f3
Td(z, [f<A]) < (f(x) =) for allz € [f<p).

The preceding corollary extends [44, Theorem 3.1] in two direction. Assumption (P1) and (P2) are less
stringent than the one used in the quoted reference, and we do not assume that [f<ca] is nonempty, but we
obtain it as a conclusion. Observe that the Fréchet and the Mordukhovich subdifferential (see e.g [30, 31])
satisfies (P1) and (P2) whenever X is an Asplund space. Let us recall that the subdifferential of Mordhukovich
Of(x) is the set of those £ € X* for which there exists sequences (xp)reny in X such that ((zg, f(Tk))ken
converges to (z, f(z)), (ex)ren in [0, 400[ converging to 0 and (&)keny in X* w*-converging to £ such that
&L € 856 f(xr), where

0: f(z) = {¢ € X* tliminf ||z —y| 7 (f(y) = F(z) = &y — 2)) = —¢}

for e > 0.

Remark 1.15. It is also possible to give a necessary condition for a global error bound in terms of some
suitable subdifferential. For example assume that 0 = ¢ is the Fréchet subdifferential and let £ € df(x). As
liminf, . |y — 2|~ (f(y) — f(z) — (£, y — x)) > 0, it follows that

limsup ||y — 2|7 (f(2) = f(y) < [€]«

y—x
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yielding d.(0,0f(z)) > |V f|(z). Assume now that a lower semicontinuous function f : X — R U {400} is such
that for some a € R, 8 € RU {+c0} with a < 3 and [f<] # 0, we have, for all vy € [, 5],

Td(z,[f<7]) < (f(z) —y)" for all z € [f<f]. (14)

Then Theorem 1.10 tells us that inf{s~ o) [V f|(z) > 7, hence inf,c[f~q) ds(0,0f(7)) > 7. Observe that the same
method leads to d.(0,0f.(z)) > |Vf|(z) — e where O.f(z) = 0F f(z) is the e-Fréchet subdifferential, so that
a necessary condition for (14) is also inf,¢cjf5q) d«(0,0:-f(x)) > 7 — ¢ for all € > 0. It follows that, when X is
finite dimensional, then inf,¢[s5q) di(0,0f(2)) > 7, where 0 is the Mordukhovich subdifferential, is a necessary
condition for (14).

The strong slope can also be compared, just using the definitions, with various notions of directional deriva-
tive. For example, we have:

lull [Vfl(z) > —f'(x;u) > —f(2;u) forallz,uec X, (15)

where
F () =t LET @) g LE ) — (@)

)
N0, t t\0 t

are respectively the (lower) contingent and Dini derivative of f at z in the direction u.
As a consequence, we derive the following strengthening of [45, Theorem 4] (see also [33, Theorem 2.5]).

Theorem 1.16. Let X be a Banach space and let f : X — RU{+00} be a lower semicontinuous function, and
a€R, B e RU{+oo} witha < 8 and [f<B] # 0. Assume that there exists T > 0 such that for all z € [a<f<f)]
there exists uw € X such that ||u|| =1 and f'(z;u) < —7. Then,

rd(z, [f<H]) < (f(z) —9)T for alla < < B and for all x € [f</)]. (16)

Conwversely, assuming that X = R"™ and that (16) is satisfied, then for all x € [a<f<[f] there exists u € X such
that ||ull =1 and f~(z;u) < —7.

Proof. (From (15) and Theorem 1.10, we have only to prove the converse. Given x € [a<f<[], there exists a
sequence (xg)gen in R™ such that

< [VHl(2) = tim L@ S@0)
e o — ]
We can assume that the sequence uy = kaf_H converges to some u € R™ with |Ju|| = 1. Thus the conclusion
T — X
follows from
t —
F (@ 0) < liming LET00) ZI@) Gy <o
k—o0 tx
where t = ||zx — z||. O

1.4. Local results

In some situations (like metric regularity of multifunctions for example), it is useful to have local results at
our disposal. We present two examples of this kind of results both taken from [7]. They are quite different since
the fact that [f<a] # 0 is an assumption in the first case and is a conclusion in the second one.
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Theorem 1.17. Let X be complete, f : X — RU {400} be a lower semicontinuous function, « € R, § €
RU{+oo} with a < 8, 0 # U C [f<a], and p > 0. Assume that

nf V£l

T = i
B2p(U)n[a<f<ﬁ]
then, for every a < v < f3, we have:
Td(z, [f<q]) < (f(x) =) for allx € B,(U) N [f<f]. (17)
Conversely, if (17) is satisfied for all o < v < 3, then

inf V| >
B,(U)N[a<f<p]

Example 1.18. Corollary 1.14 and Theorem 1.17 contain also the error bounds for lower semicontinuous
functions results given by Ngai and Théra in [34, Corollary 3.1]. Let X be an Asplund space and let 9 be the
Fréchet subdifferential (which satisfies assumptions (P1) and (P2)) and let f : X — R U {+o0} be a proper
lower semicontinuous functions. In the quoted reference, it is assumed that for some p > 0 and o > 0, one has

inf inf NP L€, > o > 0. N
z€[f>0) EG@f(z)p(f( )Pl 18)

Let f(z) = sgn (f(x))|f(z)[? in such a way that [f < 0] = [f < 0]. For any « € [f>0] = [f>0], one easily
checks, using the fact that the function ¢ — sgn (¢)[¢|P is increasing and is a diffeomorphism from ]0, +-o0[ into
10, +o0[, that

af(

z) = p(f ()P~ 0f ().
Thus (18) is nothing else that inf,c(y~0) ds(0,0f(z) > 0.

> 0. Hence Corollary 1.14 leads to
od(z, [f<0]) < |[f(z)]4+]F for all z € X.
For the local result, let Z belonging to the boundary of [f<0] and let € > 0 be such that

inf Hlf € p-1 * >0 > 0 19
re[f>0]mBE(z)€€6f(m)p(f( PN = (19)

Observe that (19) implies that inf,c[r0)nB. () |V f|(x) > o (see Proposition 1.13). Then Theorem 1.17 applied
with U = {z} and p = /2 says that

od(z, [f<0]) < |[f(x)]4+|P for all z € B(Z,e/2).

Theorem 1.17 yields a characterization of a weak sharp minimum in the sense of [9] (see [7]). It also allows
to characterize the existence of a local error bound. Namely, we have:

Corollary 1.19. Let X be complete, f : X — R U {+oo} be a lower semicontinuous function and let c,

B € RU{+o0} with a < 3, and let T € [f<a] N [a<f<B]. Then the two following properties are equivalent
a) There exists > 0 and 7 > 0 such that

rd(z, [f<y]) < (f(z) — )" for all x € B.(z) N [f<B] and for all a <~ < S,

b)
lim inf IV f](z) > 0.

r—T
x € la<f<pf]
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Proof. Assume that lim inf [Vfl(z) > 7> 0and let 0 < o < 7. Thus there exists p > 0 such

x € la<f<pf]
that inf,cp,, (z)nja<r<p) [V fI(x) > 0. Applying Theorem 1.17 with U = {Z}, we obtain that

od(z,[f<9]) < (f(z) — )" for all w € B,(z) N [f<p],

yielding a). Conversely, assuming a), Theorem 1.17 applied again with U = {Z} tells us that

lim inf AV inf xz)>71>0.
o Vi@, Vel 2
x € la<f<pf]

|
Next theorem is also of local nature. It is well fitted for applications to metric regularity of multifunctions
(see [7]).

Theorem 1.20. Let X be complete, f: X — RU {400} be a lower semicontinuous function, U be a subset of
X, a€R, and p > 0. Assume that U N [f<a+ Tp] # D and that

inf IVf] > 7.
B, (U)N[a< f<a+Tp]

Then, [f<a] # 0, and:
rd(z,[f<a)) < (f(x) —a) forallz € UN [f<a+T1p].

As a simple illustration, one has the following.

Example 1.21. Let X, Y be Banach spaces, let 2 C X be open, and let F' : ) — Y be a continuous mapping.
Let us assume that F is strictly differentiable at zo € U and that A := DF(zo) is onto in such a way that,
for some 7 > 0, one has 7By C A(Bx). For 0 < ¢ < 7, let p > 0 be such that F' — A is e-Lipschitzian on

|F(z) =yl if 2 € Bap(xo)

Bsy(wg) C Q. For y € X, let us set f,(z) = , so that f, is lower semicontinuous.

+00 otherwise
Given x € By,(xg), we have fé(:c;u) < -V (F(x) — y; A(w)) + €lju]| for all w € X. Assuming ||F(z) —y| # 0,
we can find u € Bx such that A(u) = —7||F(z) — y|| "' (F(z) — y), thus f;(z;u) < —(7 —¢). Now let V and W

be open neighborhoods of zp and yo such that f,(z) < (1 —¢)p for all (z,y) € V x W. Setting U = B,(xo) NV,
it follows that, for all y € W, we have U N [f, <(T — €)p|] # 0 and, using(15), infy o<, <(r—c)0] |ny| >T—¢.
Thus we can apply Theorem 1.20 with a =0 yleldmg ( —e)d(z, [fy<0]) < fy(z) forall z € U and y € W. As
[f,<0] = F~Y(y) N Bapy(x0), we obtain (1 — &) d(z, F~1(y)) < ||F( ) —y|| for all x € U and y € W, that is the
conclusion of the classical Lyusternik-Graves Theorem

One can also mention the following parametric result taken from [6, Theorem 3.4].

Theorem 1.22. Let (X, d) be complete, let P be a topological space, let Q@ C P x X open and let f: Px X —
R U {400} be a function. Let (po,xo) € Q be such that f(po,xo) < . Assume that f, = f(p,-) is lower
semicontinuous for all p € P, and that f(-,x0) is upper semicontinuous at py. Let us also assume that, for some

T>0,
" m)e[baml fol(@) =

Then there exists open subsets U > xg and N 3 po such that [f,<a] # 0 for allp € N and

rd(z, [fy<y)) < (fy(@) —7)* for alla <y and (p,a) € N x U,
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Remark 1.23. In fact the conclusion of Theorem 1.22 is valid under the weaker assumption that f is epi-upper
semicontinuous at (po, o), namely: e-limsup,,_,, f,(z0) < fp,(20), where

e-limsup f,(zg) =sup inf sup inf f,(x).
P—Po p( ) e>0 NeN (po) pe N z€Be (o) p()

2. THE CONVEX CASE

In this section, X is a Banach space, endowed with a norm ||-||. We denote by X* the topological dual of
X, and by d, the metric associated with the dual norm. Recall that if f : X — R U {+oco} is a convex lower
semicontinuous function, the (Fenchel) subdifferential of f at z € domf is given by:

Of(x) ={z" € X*: fly) = f(x) = («",y —x) forallye X},
while the directional derivative of f at x in the direction y € X is:

vy fletty) = fle) L fletty) = f(o)
flay) = lim =—————==nf : :

For convex functions, property (GE), has an interesting consequence.
Proposition 2.1. Let f : X — R U {400} be a proper lower semicontinuous function defined on a normed
space X . Assume that (GE)s holds. Then

Ni<a)(z) =Ry 0f(2) + Naomys(x) for all x € [f=a],

where Nif<a (x) is the usual normal cone to a convex set. In particular,

Nif<a)(z) = R0 f ().

whenever x € int(dom f).

Proof. One obviously has

R+8f($) + Ndomf(ac) C N[fga] (x)
Now, let £ € Nif<q)(2), so that x minimizes (¢, -) on C' = [f<a] and then minimizes (—¢, -) + cd(-, C) for some
¢ > 0. Thus 2 minimizes (—¢,-) + ¢(f(-) — @)™ on X. Then, using a formula on the subdifferential of a finite

supremum (see e.g [42])
€ c(f — )" (z) CRLOf(x) + Naom s (x)-

O
For convex functions, it is easy to estimate the strong slope (see [7]). One has
flz)— f(z —fx;2—x
Vi@ = s TOZIE g, ZIEED 0 opa), (20)
self<f@y) Nz —2| elf<f@) o=z

at each = ¢ argmin f.

Remark 2.2. We observed in Remark 1.4 that a sufficient condition in order to get (GE)og with 7 > 0 is that
for all z € [a<f<f] there exists y # x such that f(y) + 7|y — z| < f(z). From Theorem 1.10, a necessary
condition for (GE)aps is that infjo« s |V f|(x) > 7. Relying on (20) this necessary condition becomes

for all 7 < 7 and = € [a<f<f] there exists y # z such that f(y) + 7|y — z| < f(z). (21)
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We now observe in the following that for a convex function, the slope increases with altitude (see [7]). This
is proved in [4] in finite dimension under an assumption on the relative interior of the domain of f which is
removed here. For a € R, we let:

[f=a] ={zeX: f(x)=a}.
Proposition 2.3. Let X be a Banach space, f : X — RU {400} be a convezx, lower semicontinuous function,
and o € R such that [f<a] # 0. Then:
inf |Vf|> inf |V f].
[fm]l fl= [f:a]| fl
Proof. We may assume that infj;_,) [V f| > 0, so that a > infx f, and that infjy-q) [V f] < +oo. Let thus

x € [f>a] and o > 0 with o > |V f|(z). For y € [f<a], set:
9(y) = Fly) +oly — |,
so that g > f(x) — for, otherwise, let y € [f<a] be such that f(y)+ o|ly — z|| < f(x), then

flx) = fy)

>0
2 —yll

- Y

IV f](z) =
a contradiction. Let now ¢ €]0,0 — |V f|(z)[. According to Proposition 1.1, there exists y. € [f<a] such that
9(y) > g(ye) — elly — ye|| for all y € [f<al], that is:
fy) +olly —zll = fye) + ollye — @l —elly —yel| for all y € [f<a]. (22)
We claim that f(y.) = a. For, if f(y.) < a, let z. €]z, y-[N[f=a]; then, writing (22) for y := 2. yields:
f(ze) = fye) = (0 =)z — vell

whence

fze) = f(ye)

l[2e = well
a contradiction. Now, we derive from (22) again that for all y € [f<a/:

IV f](z) =

>o0—¢,

flye) = f(y) < ollly — 2l = llve —2l)) +elly — gl < (0 +e)lly — el

so that
|Vf|(y5) = sup M § o +€7
fw<fws)  lye =yl
which shows that infj;_q; |V f| < o, since ¢ is arbitrarily small, and the conclusion follows. O

The following theorem whose origin dates back to [3] provides a characterization of a global error bound for
a convex function. It appeared in [45] and was anticipated in [5] (see also [7]).

Theorem 2.4. Let X be a Banach space, f : X — RU {400} be a proper, convex, and lower semicontinuous
function, and a € R, f € RU{+o0o} with a < 3 and [f<fB] # 0. Then:

fl@)—a .
ze[;2f<ﬁ] d(z,[f<a]) ze[an<n;<ﬁ} d-(0,0f(@)).

Moreover, if [f<B] # 0, then:

o @a
ve o) A, Fal) — setithag (007D
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Theorem 2.4 says that [f<a] # () whenever 7 := infyc[ncrp ds(0,0f(x)) > 0 and that 7 is the greatest
positive number such that (GE),s holds for all « < v < 3. Moreover, in that case, one has (GE)g implies(GE)..

Of course, we can choose in Theorem 2.4 another estimate of the strong slope |V f|(x) than d.(0,0f(z)),
according to (20). For example, we have the following characterization of the existence of a global error bound,
which we state in a “reversed” form. This theorem was proved in [45, Theorem 8] in the reflexive case and in [7]
for a general Banach space. The first assertion follows immediately from (9) and (21). The second says that,
for convex functions, it is enough to have (GE)qag in order to get (GE)q.

Theorem 2.5. Let X be a Banach space, f : X — RU {400} be a proper, convezx, and lower semicontinuous
function, and o € R, § € RU {400} with a < 8. Then:

vy dmlisad o el
zela<f<p] f(z) — ze[a< f<B] 2Ef<f(2)] f(z) — f(2)

Moreover, if [f<B] # 0, then:

oy dnlrsal) N P
zE€[f>a] f(I) -« z€[a< f<B] 2€[f<f(z)] f($) - f(Z)

The preceding theorem can be interpreted in terms of the strong Slater condition. Extending to the case of
infinite-valued functions defined on a Banach space the definition of Mangasarian in [29], we say that the proper,
convex, lower semicontinuous function f : X — R U {+oo} satisfies the strong Slater qualification condition at
the level v € R if

I PR
P n < +0o0.
welfn] 2€lF<N ¥ — f(2)
According to (20), this is equivalent to say that infj;_.) [V f[ > 0 (which is true, in particular, if [f=~] = 0.)
We also say that f satisfies the strong Slater qualification condition on an interval |a, 8] (—o0 < a < 8 < +00)
if
sup  sup inf M
a<y<Bae[f=y] 2€F< Y — f(Z)
which is equivalent to infj,< s |V f| > 0. Theorem 2.5 says that f has a global error bound between the levels
a and S if and only if f satisfies the strong Slater qualification condition on ]e, 3], and that if [f<f] # 0, the
later condition is equivalent to f having a global error bound above the level «.

< 400,

It is also possible to get a sufficient condition for global error bound dealing with the notion of good asymptotic
behaviour of a convex function. Following Auslender and Crouzeix [2] (see also [3]; [10] and [37] for extensions
to the non convex case), we recall that the convex lower semicontinuous function f : X — RU{+4o0} has a good
asymptotical behaviour (GAB, for short) if for any sequence (z,) in X we have:

This notion naturally provides a verifiable sufficient condition for the existence of global error bounds for f.
It was proved in [3] and in [10, Theorem 5.2] (this readily follows from the first part of Theorem 2.4 with
8 = +00) that f has a good asymptotical behaviour if and only if (GE,) holds for any « > infx f (recall that
“a>infx f” reads: “f satisfies the Slater qualification condition at level o, in the terminology of mathematical
programming.) Condition GAB has been used in [8] in order to derive a Hoffman-type estimate in semidefinite
optimization.

Combining Theorem 1.10, (20) and Proposition 2.3, we obtain the following useful sufficient condition for a
global error bound.
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Theorem 2.6. Let X be a Banach space, f : X — R U {400} be a convex proper, lower semicontinuous
function, and a € R such that [f<a] # 0. Then:

e J@)—a !
eelfo o, 70 = actfio (/)

or equivalently
d < —
wp d@lrza) e

hS < +00.
celf>a] f(@) —a 7 acpp=a)z€lf<al a— f(2)

The preceding theorem says that (GE), holds true whenever f satisfies the strong Slater qualification at the
level . This is a generalization to infinite valued functions defined on a Banach space of the main result in [29].

At this stage, let us list some sufficient conditions ensuring the existence of a global error bound in the convex
setting.

e The assumptions of Robinson : [f<a] # 0 and [f=a] C rBx. Then for f(z) = o and ¢ € 9f(z) and
for zp € X such that f(xg) = a — 60 with 8 > 0, we get

0 =a— f(zo) = f(x) = fxo) < (& x —w0) < [[€llllz — woll < [[E]l+(r + [[zol)),

hence

0
inf d.(0,0f(x)) > ———
s, 4 (0.0/@) = e

and Theorem 2.6 applies. Observe that it is enough to assume that [f=a] is bounded instead of [f<a],
and that the obtained estimate is exactly (2) which was derived by elementary computations.

e The assumptions of Deng in [14]: There exists 7 > 0 and ||| = 1 such that
f=(h) < =7

where f°(h) = sup;sot~(f(z+th) — f(x)) for any x € dom f. Then, for all z € dom f, one has, using
(20)

F@) = favih)  fl@) ~ frih)

il - t T
and Theorem 1.10 applies. In fact, it is enough to require that ||h| < 1 instead of ||k|| = 1, and
no reflexivity assumption is used as in [14]. This extension to the non reflexive setting can be found
in [24, Theorem 3.3].

e The assumptions of Deng in [15]: there exists 6 > 0 and 0 < A such that

IVIl(z) =

sup d(z,[f<a—4]) <A.
z€[f<a]

Now given = € [f=a] and € > 0, we can find z € [f<a — §] such that ||z — z|| < A + ¢, hence for all
&€ df(x), we get

§ < fla) = f(z) < (& —2) < [Ell«llz — 2] < lI€]l(A +e),

from which, by letting ¢ — 0,
inf d.(0,0f(x)) >

f(@)=a

=

and Theorem 2.6 applies again.
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e The assumptions of Mangasarian in [28] and Auslender-Crouzeix in [1]: X = R", [f<a] # 0 and, for
any sequence (r)gen in [f=a] such that limy_, ||2x]| = +00, 0 is not limit of a sequence (&)ren With
&k € Of (xr). Then, it follows that

inf d(0,0 > 0.
féfi:a( f(z))

Indeed, assume on the contrary, that there exist sequences (xg)ren in [f=a| and (§k)ken with & €
Of (xy) such that limg_, & = 0. From our assumption (xj)ken is bounded, and then

0= klim &y > aJrlikminff*({k) > a+ [*(0),

hence infx f > «, a contradiction. Thus we can use Theorem 2.6.

Let us conclude with some bibliographical comments. To our knowledge, the first characterization of the
existence of a global error bound in the convex case is [10, Theorem 5.1], where it is shown that if argmin f # (),
a:=miny f and o > 0, then
flx) —a>od(z,[f<a]) forallze X
if and only if
Of*(z*) Cc 9f*(0) for all z* € X* such that |z*|. < o,

where f* denotes the Fenchel conjugate of f. In fact, as x € 9f*(xz*) if and only if z* € df(x), the latter
condition is clearly equivalent to inf,e[rsq) d«(0,0f(x)) > 0. This result was stated under this form in [26,
Proposition 3.1 and 7.1] with & € R (more recently, see also [47, Corollary 2.2].) Recall that in Theorem 2.4, the
fact that [f<a] # 0 is a consequence of the fact that inf,c(f~q) di(0,0f(x)) > 0. Lewis and Pang gave in [27]
(extended to the reflexive case in [47]) a characterization in the convex case and finite dimensions, namely there
exists 7 > 0 such that

. . o

nf ueN{l}{lea](x) [ u) = 7lul. (23)
Observe that (23) implies infyc(o<s) da(0,0f(x)) > 7. Indeed, if £ € Of(x) where x € [f>0], then, denoting by
T the projection of z on [f<a], we have © — T € Nj;<4)(Z), and

) <& (x—2) < ¢l — =,

I

Tlle = 2| < f/(2,2 - 7) < fz) = f(

whence ||| > 7. The fact that

v J@—a
mGl[IJ}>a] d(:L', [fSOé]) o me[aif] d* (07 af(I))

and that [f<a] # () is a consequence of inf,¢[o<f d«(0,0f(x)) > 0 appeared simultaneously in [5,45]. Theorem
2.4 with the slice [a< f</] is due to Wu and Ye in [45]. Theorem 2.5 is taken from [7] and was previously given
in [45] in the reflexive case. Theorem 2.6 (see [7]) is a generalization to the general Banach space setting and
to possibly non continuous convex functions of a result of Mangasarian in [29].
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