AHO SCHEMES FOR DISSIPATIVE HYPERBOLIC SYSTEMS

DENISE AREGBA-DRIOLLET\textsuperscript{1}, MAYA BRIANI\textsuperscript{2} AND ROBERTO NATALINI\textsuperscript{3}

Abstract. We study finite difference schemes which approximate $2 \times 2$ linear one dimensional dissipative hyperbolic systems. We introduce suitable modifications of standard upwinding schemes to keep into account the long-time behaviour of the solutions, which consist in some schemes which are increasingly accurate for large times. This property of accuracy is required in order to get better results for large time simulations when computing perturbations of some given stable states, both in the steady state and in the diffusion limit.

Résumé. Nous présentons des schémas aux différences finies pour des systèmes hyperboliques linéaires dissipatifs $2 \times 2$ en une dimension d’espace. Afin de tenir compte du comportement asymptotique de la solution, nous modifions des schémas ”upwind” classiques pour construire des approximations dont la précision augmente avec le temps. Cette technique nous permet d’améliorer sensiblement les résultats des simulations en grands temps pour les perturbations des états asymptotiquement stables, tant autour des états stationnaires que dans la limite diffusive.

INTRODUCTION

Let us consider a symmetric one-dimensional $2 \times 2$ linear system

\begin{align}
\begin{cases}
  u_t + au_x + bv_x = 0, \\
  v_t + bu_x + cv_x = -dv,
\end{cases}
\end{align}

for $x \in \mathbb{R}$ and $t > 0$, with the initial conditions

$$u(x, 0) = u_0(x), \quad v(x, 0) = v_0(x), \quad x \in \mathbb{R}.$$ 

The system is hyperbolic symmetrizable, if the constants $a$, $b$, and $c$ are real, and dissipative under the condition $d > 0$. This simple example is a useful prototype for more general nonlinear relaxation systems which arise in many different applications, see for instance [8] for examples and references. Recently, in [5] and [2], a quite complete theory for global existence and asymptotic behavior of smooth solutions for this type of systems was developed in a fully multidimensional framework. This theory, which will be briefly summarized in the one dimensional case in Section 1, needs for an extra assumption, the so-called Shizuta-Kawashima condition, see [5,11], which guarantees for a sufficient coupling between the source and the transport terms. In the present
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example this condition is equivalent to impose \( b \neq 0 \). Roughly speaking, it is possible to prove that for every small perturbation of a given stationary solution of problem (1), the corresponding solution decays in the \( L^p \)-norm to its unperturbed state as \( O \left( t^{-\frac{1}{2}(1-\frac{2}{p})} \right) \), for \( p \in [1, \infty] \). When the asymptotic state is given by a constant state, it is possible to compare this perturbed solution with the solution \((\hat{u}, \hat{v})\) of the Chapman-Enskog expansion, which in the present case is given by

\[
\begin{align*}
\hat{u}_t + a \hat{u}_x &= \frac{b^2}{T} \hat{u}_{xx}, \\
\hat{v} &= -\frac{b}{T} \hat{u}_x.
\end{align*}
\]

(2)

It is actually possible to prove that the difference between \( u \) and \( \hat{u} \) decays in the \( L^p \)-norm as \( O \left( t^{-\frac{1}{2}(2-\frac{1}{p})} \right) \), for \( p \in [1, \infty] \), so a factor \( \frac{1}{2} \) better than the simple decay to the steady state.

In this presentation, numerical approximations related to these asymptotic results will be introduced and discussed. In [3], for a given family of stable asymptotic states for a scalar hyperbolic equations, we introduced the Asymptotic High Order (AHO) schemes, i.e.: schemes which are high-order accurate with respect to the local truncation error, when restricted to every element of this family. Here, we show that for \( 2 \times 2 \) dissipative hyperbolic systems it is possible to introduce AHO schemes which are compatible with the behavior predicted by the qualitative analysis, both in the long-time asymptotic and Chapman-Enskog regimes. The main idea we are going to apply is to modify standard upwinding schemes to keep into account the long-time behaviour of the solutions. More details and proofs about those results will be contained in [1]. Some numerical tests will be presented here and discussed to show the better performance of our schemes with respect to the usual pointwise approximation of the source term, and even with the classical upwinding of the source proposed by Roe in 1986 [10].

1. Analytical backgrounds

Let us recall some results from [2, 5] about the Cauchy problem for a general hyperbolic symmetrizable one dimensional system of balance laws

\[
\begin{align*}
u_t + f(u)_x &= g(u), \\
u(x, 0) &= u_0(x),
\end{align*}
\]

(3)

with the initial condition

\[
u(x, 0) = u_0(x),
\]

(4)

where \( u = (u_1, u_2) \in \Omega \subseteq \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \), with \( n_1 + n_2 = n \). We also assume that there are \( n_1 \) conservation laws in the system, namely that we can take

\[
g(u) = \begin{pmatrix} 0 \\ q(u) \end{pmatrix}, \quad \text{with } q(u) \in \mathbb{R}^{n_2}.
\]

(5)

According to the general theory of hyperbolic systems of balance laws, if the flux functions \( f \) and the source term \( g \) are smooth enough, it is well-known that problem (3)-(4) has a unique local smooth solution, at least for some time interval \( [0, T) \) with \( T > 0 \), if the initial data are also sufficiently smooth. In the general case, and even for nice initial data, smooth solutions may break down in finite time, due to the appearance of singularities, either discontinuities or blow-up. Despite these general considerations, sometimes dissipative mechanisms due to the source term can prevent the formation of singularities, at least for some restricted classes of initial data, as observed for many models which arise to describe physical phenomena. A typical and well-known example is given by the compressible Euler equations with damping, see [6, 9] in one space dimension and [12] in three space dimensions.

In [5], it was proposed a general framework of sufficient conditions which guarantee the global existence in time of smooth solutions. Actually, for the systems which are endowed with a strictly convex entropy function
\( \mathcal{E} = \mathcal{E}(u) \), a first natural assumption is the entropy dissipation condition, see [4], namely for every \( u, \Omega \in \Omega \), with \( g(\Omega) = 0 \),

\[ (\mathcal{E}'(u) - \mathcal{E}'(\Omega)) \cdot g(u) \leq 0. \]

Unfortunately, it is easy to see that this condition is too weak to prevent the formation of singularities. A quite natural supplementary condition can be imposed to entropy dissipative systems, following the classical approach by Shizuta and Kawashima [7, 11], which in the present case reads

\[ \text{Ker } Dg(\Omega) \cap \{ \text{eigenspaces of } Df(\Omega) \} = \{ 0 \}, \]  

for every \( \Omega \in \Omega \), with \( g(\Omega) = 0 \). It is possible to prove that this condition, which is satisfied in many interesting examples, is also sufficient to establish a result of global existence for small perturbations of equilibrium constant states, see [5].

In [2], some results have been obtained about the asymptotic behavior in time of the global solutions, then always assuming the existence of a strictly convex dissipative entropy and condition (6). One of the main point of this theory is the existence of a canonical projections on two different components: the conservative part and the dissipative part. The first one, which loosely speaking corresponds to the conservative part of equations in (3), decays in time like the heat kernel. On the other side, the dissipative part is strongly influenced by the dissipation and decays at a rate \( t^{-\frac{3}{2}} \) faster of the conservative one. Actually the main result of decay, in the general nonlinear case, can be stated as follows. Let \( u_c \) be the conservative part and \( u_d \) be the dissipative part of the solution. For \( s > 0 \), let \( E_s = \max \{ \| u(0) \|_{L^1}, \| u(0) \|_{H^s} \} \).

**Theorem 1.1.** Let \( u(t) = (u_c(t), u_d(t)) \) be a smooth global solution to problem (3)–(4), for a system endowed with a strictly convex dissipative entropy and under condition (6). Assume \( E_3 \) small enough and let \( p \in [1, \infty] \). The following decay estimate holds

\[ \| D^3 u(t) \|_{L^p} \leq C \min \left\{ 1, t^{-\frac{3}{2}(1-\frac{1}{p})-|\beta|/2} \right\} E_{|\beta|+2}, \]  

with \( C = C(E_{|\beta|+\sigma}) \), for \( \sigma \) large enough. For the dissipative part, we have a more precise estimate:

\[ \| D^3 u_d(t) \|_{L^p} \leq C \min \left\{ 1, t^{-\frac{3}{2}(1-\frac{1}{p})-1/2-|\beta|/2} \right\} E_{|\beta|+2}, \]  

Another interesting result concerns the convergence to the Chapman-Enskog expansion of problem (3), which for the general one dimensional case is given by the following nonlinear equation

\[ u_t + \left( Df(0)c w + A(w, w) \right)_x + Df(0)cd(Dwq(0))^{-1}Df(0)dw_{xx} = 0, \]  

where the bilinear forme \( A(w, w) \) is defined in terms of the derivatives of \( Df(0) \) and \( Dwq(0) \), see [2] for more details. In this case it is possible to prove the following result.

**Theorem 1.2.** Let \( u_p \) be the solution of problem (9), with a suitable initial condition. Under the assumptions of Theorem 1.1, we have the following more accurate decay estimate

\[ \| D^3(u_c(t) - u_p(t)) \|_{L^p} \leq C \min \left\{ 1, t^{-\frac{3}{2}(1-\frac{1}{p})-|\beta|/2-1/2} \right\} E_{|\beta|+2}, \]  

with \( C = C(E_{|\beta|+\sigma}) \), for \( \sigma \) large enough.

Given every \( 2 \times 2 \) entropy dissipative hyperbolic system in one space dimension, it is possible to prove that its linearized version can be reduced to the form (1) by a simple change of variables, see again [2]. Moreover, for system (1), the condition (6) it is equivalent to say that \( b \neq 0 \). Let us remark that, thanks to the symmetry of the coefficients of the transport terms, the condition of entropy dissipation is always verified. It also possible to
see that, for this simple example, the condition of entropy dissipation with (6), is equivalent to the celebrated sub-characteristic condition by Whitham [13]:

\[ \lambda_1 < a < \lambda_2, \]

where \( \lambda_{1,2} = (a + c \pm \sqrt{(a - c)^2 + 4b^2})/2 \) are the (real) eigenvalues associated to the matrix

\[ A = \begin{pmatrix} a & b \\ b & c \end{pmatrix}. \]

It is easy to see that the Chapman-Enskog expansion (9) is now given by (2) and that both Theorem 1.1 and 1.2 hold true, using for the conservative part \( u_c = u \) and for the dissipative part \( u_d = v \). In this specific case, some stronger estimates are available, which is what we are going to review now. First of all we have a contraction of the solution in the \( L^2 \)-norm.

**Proposition 1.3 (\( L^2 \)-stability).** Under the assumptions given above

\[ \sum_{i=1,2} \int_{\Omega} |u_i(x,t)|^2 \leq \sum_{i=1,2} \int_{\Omega} |u_i(x,0)|^2. \]  

(11)

To obtain the estimates for the \( L^1 \), \( L^\infty \) and BV norms, we need to diagonalize the system. This operation can be performed by diagonalizing the matrix \( A \), namely

\[ A = R\Lambda R^{-1} \]

where \( \Lambda = \text{diag}(\lambda_1, \lambda_2) \), and \( R = (r^{(1)}, r^{(2)}) \) is the column matrix of right eigenvectors, i.e. \( Ar^{(i)} = \lambda_ir^{(i)} \), \( i = 1,2 \). Introducing the notation

\[ w = R^{-1}u, \]

problem (1) becomes,

\[ \begin{cases} \partial_t w + \Lambda \partial_x w = \tilde{B}w, \\ w(x,0) = w^0(x) = R^{-1}u^0(x), \end{cases} \]  

(13)

where \( \tilde{B} = R^{-1}BR. \)

Now it is possible to see that, if we choose the matrix of the diagonalization of the system (1) as

\[ R = \begin{pmatrix} 1 & \frac{1}{b} \\ -\frac{a - \lambda_1}{b} & \frac{\lambda_2 - a}{b} \end{pmatrix}, \]

(14)

then the corresponding source term is given by

\[ \tilde{B} = \frac{d}{\lambda_2 - \lambda_1} \begin{pmatrix} -(a - \lambda_1) & (\lambda_2 - a) \\ (a - \lambda_1) & -(\lambda_2 - a) \end{pmatrix}. \]  

(15)

Now we can state the main result about monotonicity and \( L^1 \)-contraction properties of system (1). Let us set

\[ L = L(\lambda) = \max_{i=1,2} |\lambda_i|. \]

For any given vectors \( C, D \in \mathbb{R}^2 \), set \( C \leq D \) if \( c_i \leq d_i \) \( (i = 1,2) \); if \( C \leq D \), let us denote the corresponding interval by \( [C,D] \). Also, for each interval \( I = (\alpha, \beta) \subseteq \mathbb{R} \), we set \( \tau = (\beta - \alpha)/2L. \)
Proposition 1.4. Let \( w \) and \( \tilde{w} \) be two weak solutions of the Cauchy problem (13) in \( \mathbb{R} \times (0,T) \) (\( T > 0 \)), for the initial data \( w^0 \) and \( \tilde{w}^0 \) respectively. Let \( [C, D] \subseteq \mathbb{R}^2 \) be an interval with non empty interior such that \( w, \tilde{w} \in [C, D] \). If the matrix \( \hat{B} \) is given by (15), then for each interval \((\alpha, \beta) \subseteq \mathbb{R} \) and for all \( t \in (0, \min(\tau, T)) \), we have

\[
\sum_{i=1,2} \int_{\alpha+tL}^{\beta-tL} [w_i - \tilde{w}_i]_+ \, dx \leq \sum_{i=1,2} \int_{\alpha}^{\beta} [w^0_i - \tilde{w}^0_i]_+ \, dx.
\]  

(16)

Clearly, from Proposition 1.4, we can easily deduce, by standard arguments, not only the comparison principle and the \( L^1 \)-estimates, but also the a priori \( BV \)-estimates for the solutions to problem (1).

2. NUMERICAL APPROXIMATION

Here we present a general finite difference approximation for system (1) and we show some convergence properties.

2.1. Construction of the schemes

To deal with the approximation of the differential part following the direction of the characteristic velocities, we study first the methods for the system in diagonal form (13) obtained by the choice (14). We denote \( w = (w^1, w^2) \) the exact solution.

We denote \( h \) the uniform mesh-length and \( x_l = l h \) the spatial grid points for all \( l \in \mathbb{Z} \). The time levels \( t_n \), with \( t_0 = 0 \), are also spaced uniformly with mesh-length \( \Delta t = t_{n+1} - t_n \) for \( n \in \mathbb{N} \). We denote by \( \delta \) the CFL ratio \( \delta = \Delta t / h \), which is taken constant throughout the paper.

We consider the Cauchy problem (13). The initial data \( w^0 \) is supposed to be smooth and is approximated by its node values. The approximate solution \( W^n_l = (w^n_{1,l}, w^n_{2,l})^T \) is given by

\[
\frac{W^{n+1}_l - W^n_l}{\Delta t} + \frac{\Lambda}{2h} (W^n_{l+1} - W^n_{l-1}) - \frac{\tilde{Q}}{2h} (W^n_{l+1} - 2W^n_l + W^n_{l-1}) = \hat{B}_{-1} W^n_{l-1} + \hat{B}_0 W^n_l + \hat{B}_1 W^n_{l+1}, \quad l \in \mathbb{Z}, \quad n \in \mathbb{N}
\]

\[
W^n_0 = w^0(x_l), \quad l \in \mathbb{Z},
\]

where \( \tilde{Q} = \text{diag}(\tilde{q}_1, \tilde{q}_2) \) is the diagonal matrix of the artificial diffusion terms \( \tilde{q}_i \geq 0 \) (\( i = 1, 2 \)), and \( \hat{B}_{-1} = (\hat{\beta}_{ij})_{i,j=1,2}, \hat{B}_0 = (\hat{\beta}_{ij})_{i,j=1,2} \) and \( \hat{B}_1 = (\hat{\beta}_{ij})_{i,j=1,2} \) are \( 2 \times 2 \) constant matrices that define the source approximation. Those matrices may depend on \( h \).

We denote

\[
W^n_{\Delta}(x) = W^n_l \quad \text{if} \quad x \in [x_l, x_{l+1}]
\]

and

\[
W^n_{\Delta}(x,t) = W^n_{l}(x) \quad \text{if} \quad t \in [t_n, t_{n+1}].
\]

The scheme (17) can be seen as a linear function

\[
W^{n+1}_{\Delta} = S_{\Delta t}(W^n_{\Delta}).
\]

(18)

More precisely we have

\[
w^n_{i,l+1} = S^i(W^n_{l-1}, W^n_{l}, W^n_{l+1}), \quad i = 1, 2, \quad l \in \mathbb{Z}
\]

(19)
with
\[
S^i(W^n_{i-1}, W^n_1, W^n_{i+1}) = \left( \alpha^i_{-1} w^n_{i-1,n} + \alpha^i_0 w^n_{i,n} + \alpha^i_1 w^n_{i+1,n} \right) + \Delta t \sum_{j \in \Gamma} \left( \beta^i_{ij} w^n_{i,n} + \beta^i_{j+1 i} w^n_{j+1,n} \right),
\]
where, for all \(i = 1, 2\),
\[
\alpha^i_{-1} = \frac{\delta}{2} \lambda_i + \frac{\delta}{2} \tilde{q}_i, \quad \alpha^i_0 = 1 - \delta \tilde{q}_i, \quad \alpha^i_1 = -\frac{\delta}{2} \lambda_i + \frac{\delta}{2} \tilde{q}_i.
\]
For any function \(\psi\) defined on \(\mathbb{R}\) with values in \(\mathbb{R}^2\), we denote
\[
\psi(x) = (\psi(x-h), \psi(x), \psi(x+h)).
\]
The function \(S_{\Delta t}\) is then defined by
\[
S_{\Delta t}(\psi)(x) = (S^1(\psi(x)), S^2(\psi(x))).
\]

### 2.2. Convergence for smooth data

We assume that the scheme satisfies the two following properties:

(1) **Consistency**
   The scheme (17) is consistent with problem (13), i.e.
   \[
   \hat{B}_{-1} + \hat{B}_0 + \hat{B}_1 = \hat{B} + hC,
   \]
   where \(C = (\tilde{c}_{ij})_{i,j=1,2}\) is a \(2 \times 2\) constant matrix not depending on \(h\) and \(\Delta t\).

(2) **Monotonicity**
   For all \(i = 1, 2\), the operators \(S^i\), defined in (19), are monotone nondecreasing in all their components, i.e.
   \[
   \beta^{-1}_{ij}, \beta^0_{ij}, \beta^{1}_{ij} \geq 0 \quad \forall \ i, j \in \Gamma, \ i \neq j,
   \]
   \[
   A_{i,0} = 1 - \delta \tilde{q}_i + \Delta t \beta^0_{ii} \geq 0, \quad \forall \ i = 1, 2,
   \]
   \[
   A_{i,-1} = \frac{\lambda_i}{2h} + \frac{\tilde{q}_i}{2h} + \beta^{-1}_{ii} \geq 0, \quad A_{i,1} = \frac{\lambda_i}{2h} + \frac{\tilde{q}_i}{2h} + \beta^{1}_{ii} \geq 0, \quad \forall \ i = 1, 2.
   \]

For \(t \geq 0\) and \(x \in \mathbb{R}\), by using the notation (22) for \(w\), the local truncation error \(T(x, t)\) is defined by
\[
T(x, t) = \frac{w(x, t + \Delta t) - S_{\Delta t} w(., t)(x)}{\Delta t}
\]
which can also be written
\[
T^i(x, t) = \frac{w^i(x, t + \Delta t) - S^i(\overline{w}(x))}{\Delta t}, \quad i \in \Gamma.
\]
It is obtained straightforwardly by Taylor expansions:
\[
T^i(x, t) = \frac{\Delta t}{2} \partial_{tt} w^i(x, t + \theta \Delta t) - h \frac{\tilde{q}_i}{2} \partial_{xx} w^i(x, t) - h \sum_{j \in \Gamma} \tilde{c}_{ij} w^j(x, t)
\]
\[
- h \sum_{j \in \Gamma} (\beta^1_{ij} - \beta^{-1}_{ij}) \partial_{x} w^j(x, t) + O(h^2).
\]
In this formula, $\theta \in [0, 1]$ and the last term depends on the spatial derivatives of $w$, up to third order. In view of proving convergence, we need to define the discrete truncation error, which is 

$$T_\Delta(x, t) = T(x_l, t) \quad \text{for} \quad x \in [x_l, x_{l+1}].$$

The scheme is first order in the following sense:

**Proposition 2.1** (Accuracy for smooth data). Consider a smooth initial data $w^0$ such that 

$$\frac{d^k w^0}{dx^k} \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \quad \text{for} \quad 0 \leq k \leq 4. \quad (29)$$

Then the Cauchy problem (13) has a unique solution $w \in C^0(\mathbb{R}^+, L^1(\mathbb{R}))$ and for all $k \leq 4$, $\partial_x^k w \in C^0(\mathbb{R}^+, L^1(\mathbb{R})) \cap L^\infty([0, +\infty[\times \mathbb{R})$. Moreover, the discrete local truncation error $T_\Delta(x, t)$ for the scheme (17) satisfies 

$$\sum_{i \in \Gamma} \left[ ||T^i_\Delta(., t)||_1 + ||T^i_\Delta(., t)||_\infty \right] \leq C(\Delta t + \gamma h). \quad (30)$$

Here 

$$C \leq C_1 \sup_{k \leq 4} \sup_{t \in [0, +\infty[} (||\partial_x^k w(., t)||_1 + ||\partial_x^k w(., t)||_\infty) \quad (31)$$

and $C_1$ is a uniform constant.

We show now that the scheme is stable.

**Proposition 2.2** ($L^1$ stability). For the matrix $\tilde{C}$ defined in (24), we introduce the quantity 

$$\tilde{\gamma} = \left[ \sup_{i \in \Gamma} \{ \tilde{c}_{ii} + \sum_{j \neq i} \tilde{c}_{ij} \} \right].$$

Under the monotonicity assumptions (25-27), the scheme (17) is $L^1$-stable: for all $W^n_\Delta \in L^1(\mathbb{R})$ it holds 

$$||W^{n+1}_\Delta||_1 \leq (1 + \tilde{\gamma} h \Delta t)||W^n_\Delta||_1, \quad \forall n \geq 0. \quad (32)$$

**Remark 2.3.** As the scheme is linear, this property implies that the scheme is $L^1$ stable and TVB.

We have also an uniform bound for the scheme:

**Proposition 2.4** ($L^\infty$ stability). We make the same assumptions as in proposition (2.2). The scheme (17) is $L^\infty$-stable: for all $W^n_\Delta \in L^\infty(\mathbb{R})$ it holds 

$$||W^n_\Delta||_\infty \leq (1 + \tilde{\gamma} h \Delta t)||W^{n-1}_\Delta||_\infty \leq e^{\tilde{\gamma} h t_n} ||W^0_\Delta||_\infty, \quad \forall n \geq 1. \quad (33)$$

We have proved consistency and stability, so we have convergence.

**Theorem 2.5.** Let $w^0$ be a smooth initial data satisfying (29). We suppose that the monotonicity assumptions (25-27) are verified. Then for all $T > 0$ the scheme (17) converges in $L^\infty([0, T], L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}))$ towards the solution of the Cauchy problem (13). More precisely, the following estimate holds:

$$\sup_{t \in [0, T]} (||W_\Delta(., t) - w(., t)||_1 + ||W_\Delta(., t) - w(., t)||_\infty) \leq (2T + 1) C (\Delta t + h) \quad (34)$$

where $C$ is defined in (31).
3. Asymptotic High-Order Schemes

In this section, we study the discretization of the source term, defined by coefficients $\tilde{B}_{-1,0,1}$ introduced in (13), to present some schemes which are increasingly accurate for large times, with respect to the asymptotic behavior of solutions. This property of accuracy is required in order to get better results for large time simulations when computing perturbations of non constant stable states. Actually, given a stable solution $z$ (or a family of stable solutions), we say that a scheme is Asymptotic High-Order (AHO) with respect to this stable state if the scheme is high-order accurate when restricted to this solution, see [3].

3.1. The construction of an AHO4 scheme for stationary solutions

Here, we consider the case of a perturbation of a generic stationary solution. Let us first develop the formula (28) for a smooth solution $w$:

$$T(x,t) = \frac{\Lambda}{2h} \left( \frac{h^3}{3} \partial_x^3 w(x,t) + O(h^5) \right) - \frac{\tilde{Q}}{2h} \left( h^2 \partial_x^2 w(x,t) + \frac{h^4}{12} \partial_x^4 w(x,t) + O(h^6) \right)$$

$$-h \tilde{C} w(x,t) - h \left( \tilde{B}_1 - \tilde{B}_{-1} \right) \partial_x w(x,t) - \frac{h^2}{2} \left( \tilde{B}_1 + \tilde{B}_{-1} \right) \partial_x^2 w(x,t)$$

$$-\frac{h^3}{6} \left( \tilde{B}_1 - \tilde{B}_{-1} \right) \partial_x^3 w(x,t) + O(h^4) + \Delta t \frac{\partial_t^2 w(x,t + \theta \Delta t)}{2}.$$

The terms $O(h^4)$ involve only spatial derivatives of $w$. Let us now consider the stationary solution $z$, namely the solution of problem

$$\Lambda \partial_x z = \tilde{B} z.$$  \hspace{1cm} (36)

For smooth data and since $\det A = \det \Lambda \neq 0$, we get

$$\partial_x^k z = (\Lambda^{-1} \tilde{B})^k z.$$  \hspace{1cm} (37)

We compute the local truncation error (35) on this particular solution. It does not depend on $t$ anymore and we denote it by $T_{stat}(x)$:

$$T_{stat}(x) = \frac{h}{2} \left( \tilde{Q}(\Lambda^{-1} \tilde{B})^2 + 2 \tilde{C} + 2(\tilde{B}_1 - \tilde{B}_{-1})(\Lambda^{-1} \tilde{B}) \right) z(x)$$

$$-\frac{h^2}{6} \left( -\tilde{B} + 3(\tilde{B}_1 + \tilde{B}_{-1}) \right) (\Lambda^{-1} \tilde{B})^2 z(x)$$

$$-\frac{h^3}{24} \left( \tilde{Q}(\Lambda^{-1} \tilde{B}) + 4(\tilde{B}_1 - \tilde{B}_{-1}) \right) (\Lambda^{-1} \tilde{B})^3 z(x) + O(h^4).$$  \hspace{1cm} (38)

Therefore, we get an AHO4 scheme as soon as all terms between round brackets vanish. The AHO4-coefficients $\tilde{B}_{-1}, \tilde{B}_0, \tilde{B}_1$ are then univocally defined by

$$\begin{cases} 
\tilde{B}_{-1} = \tilde{B}/6 + \tilde{Q}(\Lambda^{-1} \tilde{B})/8, \\
\tilde{B}_0 = 2\tilde{B}/3 - h\tilde{Q}(\Lambda^{-1} \tilde{B})^2/4, \\
\tilde{B}_1 = \tilde{B}/6 - \tilde{Q}(\Lambda^{-1} \tilde{B})/8,
\end{cases}$$  \hspace{1cm} (39)
or equivalently
\[
\check{B}_{ah0}^{-1} = \frac{1}{8} \begin{bmatrix}
\check{b}_{11} (4/3 + \check{q}_1/\lambda_1) & \check{b}_{12} (4/3 + \check{q}_1/\lambda_1) \\
\check{b}_{21} (4/3 + \check{q}_2/\lambda_2) & \check{b}_{22} (4/3 + \check{q}_2/\lambda_2)
\end{bmatrix},
\]
\[
\check{B}_{ah0}^0 = \frac{2}{3} \begin{bmatrix}
\check{b}_{11} & \check{b}_{12} \\
\check{b}_{21} & \check{b}_{22}
\end{bmatrix} + \frac{adh}{4\lambda_1^2\lambda_2^2} \begin{bmatrix}
\lambda_2 \check{q}_1 \check{b}_{11} & \lambda_2 \check{q}_1 \check{b}_{12} \\
\lambda_1 \check{q}_2 \check{b}_{21} & \lambda_1 \check{q}_2 \check{b}_{22}
\end{bmatrix},
\]
\[
\check{B}_{ah0}^1 = \frac{1}{8} \begin{bmatrix}
\check{b}_{11} (4/3 - \check{q}_1/\lambda_1) & \check{b}_{12} (4/3 - \check{q}_1/\lambda_1) \\
\check{b}_{21} (4/3 - \check{q}_2/\lambda_2) & \check{b}_{22} (4/3 - \check{q}_2/\lambda_2)
\end{bmatrix}.
\]

The scheme is of fourth order for long times, as expressed in the following proposition:

**Proposition 3.1** (Asymptotic high order). Let \(z\) be a smooth stationary solution of system (13). Let \(w_0\) be a small and smooth perturbation of \(z\).

Then, for any compact set \(K \subseteq \mathbb{R}\), there exists a constant \(C_4(K)\) such that the local truncation error \(T(x, t)\) of the scheme (13)-(39) satisfies:

\[
\|T(\cdot, t)\|_{L^\infty(K)} \leq C_4(K) \min \left( \Delta t + h^3 + \frac{1}{\Delta t \sqrt{t}} \right).
\]

**Remark 3.2.** Let us remark that assuming on \(\check{B}_1, \check{B}_{-1}\) that

\[
\check{Q}(\Lambda^{-1} \check{B})^2 + 2\check{C} + 2 \left( \check{B}_1 - \check{B}_{-1} \right) (\Lambda^{-1} \check{B}) = 0,
\]

we get a class of AHO2 schemes, while for (41) and

\[
-\check{B} + 3 \left( \check{B}_1 + \check{B}_{-1} \right) = 0,
\]

the schemes are asymptotically of third-order.

**Proposition 3.3** (Monotonicity). The scheme (13), coupled with (39) satisfies the monotonicity requirements (25 - 27) under the following assumptions:

\[
h < \min_{1 \leq i \leq 2} \frac{3|\lambda_i|}{|b_{ii}|},
\]

\[
h \leq \left| \frac{2\lambda_1 \lambda_2}{ad} \right| \quad \text{if} \quad \min(a\lambda_1, a\lambda_2) < 0,
\]

\[
1 + h \frac{|b_{ii}|}{3(4|\lambda_i| + h|b_{ii}|)} \leq \frac{\check{q}_i}{|\lambda_i|} \leq \frac{4}{3}, \quad i = 1, 2,
\]

and

\[
\frac{\Delta t}{h} \leq \min_{1 \leq i \leq 2} \left( \frac{\check{q}_i + h|b_{ii}| \left( \frac{adh\check{q}_i}{4\lambda_1\lambda_2|\lambda_i|} + \frac{2}{3} \right) - 1}{1 + h \frac{|b_{ii}|}{3(4|\lambda_i| + h|b_{ii}|)}} \right).
\]

Moreover these conditions are not empty.

In the following we shall compare the AHO4 approximation (39) to these two schemes.

**Example 3.1** (source term pointwise approximation (AHO1-UP)).

\[
\check{B}_{up}^{-1} = \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix}, \quad \check{B}_{up}^0 = \begin{bmatrix}
\check{b}_{11} & \check{b}_{12} \\
\check{b}_{21} & \check{b}_{22}
\end{bmatrix}, \quad \check{B}_{up}^1 = \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix}.
\]
Example 3.2 (upwinding of the source term (AHO2-ROE), [10]).

\[
\tilde{B}_{roe}^{-1} = \begin{bmatrix}
H(\lambda_1)\tilde{b}_{11} & H(\lambda_1)\tilde{b}_{12} \\
H(\lambda_2)\tilde{b}_{21} & H(\lambda_2)\tilde{b}_{22}
\end{bmatrix}, \quad \tilde{B}_{roe}^0 = \frac{1}{2} \begin{bmatrix}
\tilde{b}_{11} & \tilde{b}_{12} \\
\tilde{b}_{21} & \tilde{b}_{22}
\end{bmatrix}, \quad \tilde{B}_{roe}^1 = \begin{bmatrix}
(1 - H(\lambda_1))\tilde{b}_{11} & (1 - H(\lambda_1))\tilde{b}_{12} \\
(1 - H(\lambda_2))\tilde{b}_{21} & (1 - H(\lambda_2))\tilde{b}_{22}
\end{bmatrix},
\]

where \( H(\cdot) \) is the Heaviside function.

3.2. Consistency with the diffusion limit

In this section we shall consider the \( 2 \times 2 \) linear system (1), to study a numerical scheme which is high-order accurate with respect to the parabolic asymptotic problem. We shall consider for simplicity only the case \( c = -a \) looking at the adimensional problem

\[
\begin{cases}
{u_t} + \alpha {u_x} + v_x = 0, \\
{v_t} + {u_x} - \alpha v_x = -\beta v,
\end{cases}
\]

where \( \alpha = a/b \) and \( \beta = t^* d \), for a given time scale \( t^* \). The Chapman-Enskog limit of system (49) gives

\[
\begin{cases}
\hat{u}_t + \alpha \hat{u}_x = \frac{1}{\beta} \hat{u}_{xx}, \\
\hat{v} = -\frac{1}{\beta} \hat{u}_x.
\end{cases}
\]

Let us consider the following finite difference approximation for problem (49),

\[
\frac{U_j^{n+1} - U_j^n}{\Delta t} + \frac{A}{2h} (U_{j+1}^n - U_{j-1}^n) - \frac{R\tilde{Q}R^{-1}}{2h} (U_{j+1}^n - 2U_j^n + U_{j-1}^n)
= R\tilde{B}_{-1}R^{-1}U_{j-1}^n + R\tilde{B}_0R^{-1}U_j^n + R\tilde{B}_1R^{-1}U_{j+1}^n,
\]

where \( \lambda = \sqrt{1 + \alpha^2} \) and

\[
R = \begin{pmatrix}
1 & 1 \\
-(\alpha + \lambda) & \lambda - \alpha
\end{pmatrix}, \quad R^{-1} = \frac{1}{2\lambda} \begin{pmatrix}
\lambda - \alpha & -1 \\
\alpha + \lambda & 1
\end{pmatrix}.
\]

We fix \( \tilde{Q} \) as

\[
\tilde{Q} = \begin{pmatrix}
\lambda & 0 \\
0 & \lambda
\end{pmatrix},
\]

then

\[
Q = R\tilde{Q}R^{-1} = \tilde{Q}.
\]

By Taylor expansion, the numerical approximation (51) is consistent with system

\[
U_t + AU_x - BU = h \left[ \frac{Q}{2} U_{xx} + (B_1 - B_{-1}) U_x + CU \right] + O(h^2 + \Delta t).
\]

Going into details, for different schemes, the Chapman-Enskog limit of system (52) gives,

- source term pointwise approximation (AHO1-UP) given by (47)

\[
B_1 - B_{-1} = 0, \quad C = 0,
\]
\[
\begin{align*}
\dot{u}_t + \alpha \dot{u}_x &= \left( \frac{1}{\beta} + \frac{h\lambda}{2} \right) \ddot{u}_{xx}, \\
\dot{v} &= -\frac{1}{\beta} \ddot{u}_x,
\end{align*}
\] 

(53)

- upwinding of the source term (AHO2-ROE) given by (48)

\[
B_1 - B_{-1} = \frac{\beta}{2\lambda} \begin{pmatrix} 0 & 1 \\ 0 & -\alpha \end{pmatrix}, \quad C = 0,
\]

\[
\begin{align*}
\dot{u}_t + \alpha \dot{u}_x &= \left( \frac{1}{\beta} + h\frac{\lambda}{2} \right) \ddot{u}_{xx}, \\
\dot{v} &= -\frac{1}{\beta} \ddot{u}_x,
\end{align*}
\] 

(54)

- Asymptotic High Order (AHO4) given by (39)

\[
\begin{align*}
B_1 - B_{-1} &= \frac{\beta}{4\lambda} \begin{pmatrix} 0 & 1 \\ 0 & -\alpha \end{pmatrix}, \quad C = \frac{\alpha\beta^2}{4\lambda^4} \begin{pmatrix} 0 & 1 \\ 0 & -\alpha \end{pmatrix}, \\
\dot{u}_t + \alpha \left( 1 + h\frac{\alpha\beta}{(4\lambda^3 + h\alpha^2\beta)} \right) \ddot{u}_x &= \left[ \frac{4\lambda^3}{\beta(4\lambda^3 + h\alpha^2\beta)} + h\frac{\lambda}{2} - h\frac{\lambda^2}{(4\lambda^3 + h\alpha^2\beta)} \right] \ddot{u}_{xx}, \\
\dot{v} &= -\frac{4\lambda\beta}{\beta(4\lambda^3 + h\alpha^2\beta)} \ddot{u}_x
\end{align*}
\] 

(55)

Notice that, for all schemes the consistency with the parabolic system (50) is of order \(O(h)\). In all cases, the diffusive term has a perturbation of order \(O(h^2)\). Moreover, we observe that the AHO4 approximation has a perturbation of order \(O(h)\) also on the drift term.

We then look for a scheme at least of order \(O(h^2)\) with respect to the parabolic problem (50).

3.2.1. AHO on the parabolic profile (AHOp)

Let us consider system (52) with \(Q = \tilde{Q} = \text{diag}(q,q)\),

\[
\begin{align*}
\begin{cases}
u_t + \alpha u_x + v_x &= h \left[ \frac{q}{2} u_{xx} + (\beta_{11}^1 - \beta_{11}^{-1}) u_x + (\beta_{12}^1 - \beta_{12}^{-1}) v_x + c_{11} u + c_{12} v \right] + O(h^2 + \Delta t), \\
v_x + u_x - \alpha u_x + \beta v &= h \left[ \frac{q}{2} v_{xx} + (\beta_{21}^1 - \beta_{21}^{-1}) u_x + (\beta_{22}^1 - \beta_{22}^{-1}) v_x + c_{21} u + c_{22} v \right] + O(h^2 + \Delta t).
\end{cases}
\end{align*}
\] 

(56)

Assuming enough regularity on the data, the decay properties of the solution allow to consider, when \(t\) goes to +\(\infty\), the following reduced system,

\[
\begin{align*}
\begin{cases}
u_t + \alpha u_x + v_x &= h \left[ \frac{q}{2} u_{xx} + (\beta_{11}^1 - \beta_{11}^{-1}) u_x + (\beta_{12}^1 - \beta_{12}^{-1}) v_x + c_{11} u + c_{12} v \right], \\
u_x + \beta v &= h \left[ (\beta_{21}^1 - \beta_{21}^{-1}) u_x + c_{21} u + c_{22} v \right].
\end{cases}
\end{align*}
\] 

(57)

Then, choosing \(c_{11} = c_{21} = 0\) and setting \(\gamma_{ij} = \beta_{ij}^1 - \beta_{ij}^{-1}\), \(i,j = 1, 2\), from the second equation we have

\[
v_x = \frac{1}{\beta + h\epsilon_{22}} u_{xx}.
\]

Replacing this expression in the first equation and neglecting second order terms, we get

\[
u_t + \left[ a - h \left( \gamma_{11} - c_{12} \frac{1 - h\gamma_{21}}{\beta + h\epsilon_{22}} \right) \right] u_x = \left[ 1 - h\gamma_{21} \frac{1 - h\gamma_{12}}{\beta + h\epsilon_{22}} + h\frac{q}{2} \right] u_{xx} + O(h^2 + \Delta t),
\]
We now look for coefficients $c_\cdot$, and $\gamma_\cdot$ such that the drift and the diffusion terms are equal to $\alpha$ and $1/\beta$ respectively.

- studying the drift term, we have
  \[
  \tilde{\alpha} = \alpha + h \left( c_{12} \frac{1 - h \gamma_{21}}{\beta - hc_{22}} - \gamma_{11} \right) = \alpha + h \frac{c_{12}(1 - h \gamma_{21}) - \gamma_{11}(\beta - hc_{22})}{\beta - hc_{22}}. \tag{58}
  \]

Then, to have $c_\cdot$, and $\gamma_\cdot$ independent of $h$, we choose
\[
  c_{12} = \gamma_{11} \beta, \quad c_{22} = \gamma_{21} \beta.
\]

- studying the diffusion term, we have
  \[
  \tilde{\beta} = \frac{1 - h \gamma_{21}}{\beta - hc_{22}} (1 - h \gamma_{12}) + h q = \frac{2(1 - h \gamma_{21})(1 - h \gamma_{12}) + hq(\beta - hc_{22})}{2(\beta - hc_{22})}. \tag{59}
  \]

We then write,
\[
\tilde{\beta} = \frac{1}{\beta} + \hat{\beta},
\]
therefore,
\[
\hat{\beta} = h(-2\beta(\gamma_{12} + \gamma_{21}) + 2c_{22} + \beta^2 q) + h^2(2\beta\gamma_{21}\gamma_{12} - \beta q c_{22}) \quad \frac{2\beta(\beta - hc_{22})}{\beta - hc_{22}}.
\]

For $c_{22} = \gamma_{21} \beta$, we obtain that $\hat{\beta} = 0$ if
\[
\gamma_{12} = \frac{\beta q}{2}.
\]

To summarize, a class of finite different schemes of the form (51), consistent of order $O(h^2 + \Delta t)$ with respect the asymptotic problem (50) is defined by selecting
\[
c_{11} = c_{21} = 0, \quad c_{12} = \gamma_{11} \beta, \quad c_{22} = \gamma_{21} \beta, \quad \gamma_{12} = \frac{\beta q}{2}. \tag{60}
\]

There are left some parameters to define, we then look for the monotonicity properties of the scheme.

**Proposition 3.4 (Monotonicity).** The scheme (51), coupled with (60) and, for $q = \lambda$, with
\[
\tilde{\beta}_{11}^0 = -\frac{\beta}{2} a_+ \left( \frac{\lambda^2 + 1}{\lambda} \right), \quad \tilde{\beta}_{22}^0 = -\frac{\beta}{2} a_- \left( \frac{\lambda^2 + 1}{\lambda} \right), \tag{61}
\]
where $a_\pm = \lambda \pm \alpha$, satisfies the monotonicity assumptions (25 - 27) under the conditions:
\[
\tilde{\beta}_{ij} - |\tilde{\gamma}_{ij}| > \tilde{\beta}_{ij}^0 \geq 0, \quad \text{for} \quad i \neq j, \tag{62}
\]
\[
h < \frac{4\lambda}{\beta q}, \quad \Delta t \leq \frac{2\lambda h}{2\lambda^2 + h\beta(\lambda + \alpha)(\lambda^2 + 1)}. \tag{63}
\]

To end, from (62), we select
\[
\tilde{\beta}_{ij}^0 = \frac{1}{2}(\tilde{\beta}_{ij} - |\tilde{\gamma}_{ij}|), \quad \text{for} \quad i \neq j.
\]
Therefore, the AHOp-coefficients $\tilde{B}_{-1}$, $\tilde{B}_0$, $\tilde{B}_1$, are defined by

$$
\tilde{B}_0 = \frac{\beta}{4\lambda} \left( \begin{array}{cc}
-2a_+ (\lambda^2 + 1) & a_- \\
-2a_- (\lambda^2 + 1) & a_+
\end{array} \right),
$$

$$
\tilde{B}_{\pm 1} = \frac{1}{2} \left( \tilde{B} - \tilde{B}_0 \pm \tilde{\Gamma} + h\tilde{C} \right),
$$

$$
\tilde{\Gamma} = \frac{a}{2} \left( \begin{array}{cc}
-a_+ & 0 \\
0 & a_-
\end{array} \right), \quad \tilde{C} = \frac{a^2}{4\lambda} \left( \begin{array}{cc}
a_+ & a_- \\
-a_+ & a_-
\end{array} \right).
$$

(64)

### 4. NUMERICAL TESTS

Now, our aim is to show how, for large time simulations, AHO schemes give better numerical results than standard approximations. Therefore, we shall focus our attention on the numerical error as a function of time: for all tests, we shall fix the grid steps $h$ and $\Delta t$ and we will plot the error as the time $t = n\Delta t$ increases. The reference solution is obtained by the Roe-type scheme AHO2-ROE (48), with $h = O(10^{-3})$.

#### 4.1. Test n. 1

Let us consider system (1), around the stationary and time-asymptotic stable solutions given by

$$
u = u_0 - bu_0 e^{px}/a, \quad v = v_0 e^{px},
$$

(65)

for some constants $u_0$, $v_0$ and for $p = -ad/(ac - b^2)$.

First, we shall compare AHO4 scheme, with the standard first-order pointwise upwind scheme (47), that is actually just an AHO1-UP scheme, and with the AHO2-ROE scheme (48). The parameters in the test are $a = 1$, $c = -a$, $b = 1$ and $d = 5$. In Figure 1, we plot the $l^\infty$-error for problem as a function of time. Remark that, even if the total time of simulation is $T = 5$, this interval is divided in 8 sub-intervals to plot the error curve.

In figures (a) and (b) we have the evolution of the error, when the initial data are taken to be just the stationary solutions. In this case all the schemes do not exactly preserve this stable state, but anyway AHO schemes show a better accuracy, which is proportional to their formal asymptotic order. In figures (c) and (d) we show the evolution of the error when the initial data are given by small compactly supported perturbations of the stationary solutions. In that case, the errors evolve in time, and the AHO2-ROE and the AHO4 improve clearly their accuracy for large times.

#### 4.2. Test n. 2

Let us consider system (1), around the constant equilibrium state $u = 1$ and $v = 0$. The parameters in the test are again $a = 1$, $c = -a$, $b = 1$ and $d = 5$. We consider a small compactly supported perturbation of this solution as initial data and we expect a diffusive behavior of the solution, near the corresponding solution of problem (50). Actually what we look for is always a better approximation of the hyperbolic problem, but to obtain that, we need to force the high-order consistency with the main terms in the asymptotic behavior, which are given by the diffusive expansion.

More specifically, here we compare the AHOp scheme (64), with the standard first-order pointwise upwind scheme (47), and with the AHO2-ROE scheme (48). The reference solution is always obtained by the AHO2-ROE scheme with $h = O(10^{-3})$.

In Figures 2-(a) and 2-(b), we plot the different approximations of the function $u$ at times $T = 43$ and $T = 350$. In Figures 2-(c) and 2-(d), we plot respectively the $l^1$ and $l^\infty$ errors as a function of time. Again, even if the total time of simulation is $T = 350$, this interval is divided in 8 sub-intervals to plot the error curve.

The numerical results show a clear better performance of the AHOp-scheme in particular for large times, as expected by our asymptotic analysis.
Figure 1. Test n. 1. (a)-(b) evolution of the $l^\infty$-error, when the initial data are taken to be the stationary solutions (65). (c)-(d) evolution of the error, when the initial data are given by a small compactly supported perturbations of the stationary solutions.
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Figure 2. Test n. 2. (a)-(b) different approximations of the function $u$ at times $T = 43$ and $T = 350$. (c)-(d) evolution of the $l^1$ and $l^\infty$ errors.