SOLVING THE VLASOV EQUATION IN COMPLEX GEOMETRIES
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Abstract. This paper introduces an isoparametric analysis to solve the Vlasov equation with a semi-Lagrangian scheme. A Vlasov-Poisson problem modeling a heavy ion beam in an axisymmetric configuration is considered. Numerical experiments are conducted on computational meshes targeting different geometries. The impact of the computational grid on the accuracy and the computational cost are shown. The use of analytical mapping or Bézier patches does not induce a too large computational overhead and is quite accurate. This approach successfully couples an isoparametric analysis with a semi-Lagrangian scheme, and we expect to apply it to a gyrokinetic Vlasov solver.


INTRODUCTION

A tokamak is a toroidal device for plasma confinement in which a strong toroidal magnetic field is imposed by a system of external coils, while a poloidal magnetic field is generated by a strong toroidal current flowing through the plasma. The sum of these toroidal and poloidal fields results in a helical geometry of the magnetic field lines. In the region we are interested in, which is the confined plasma in the core of the tokamak, the magnetic field lines are closed and are wrapped around closed surfaces. These so-called magnetic surfaces are nested around the plasma center and can usually be considered axisymmetric and described by a constant section around the torus. The shape of the magnetic surfaces has a strong impact on the physics involved in the confinement of the plasma [1]. Therefore, in order to accurately describe the transport processes in a tokamak plasma, a fine description of the geometry of magnetic surfaces is mandatory.

The strong magnetic field in a tokamak means that the motion of particles will be restricted in the direction perpendicular to the magnetic field lines, but free along this (so-called parallel) direction. Moreover, the large perturbations along the magnetic field lines play an important role in transport processes and must be included in the model. Thus, it appears that even small discretization errors can corrupt numerical results, for instance by causing a parallel heat flux to leak into the transverse direction [14]. These issues are particularly critical
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when modeling nonlinear phenomena such as turbulence, which is usually studied in the fusion community through the development of gyrokinetic codes [12]. These first-principle codes solve a coupled Vlasov-Poisson system in 5 dimensions (3 dimensions in real space and 2 in velocity space). As a first approach, most of these codes adopted a simplified description of the geometry of magnetic surfaces, for instance using basic polar coordinates, which implies that realistic tokamak geometries were not taken into account. More recently, an ongoing effort has been initiated to include more realistic geometries. As a long-term objective, we expect to design a new Vlasov solver for the gyrokinetic code GYSELA [16] which would extend the code’s capability to perform simulations in complex tokamak geometry while providing a fine description of this geometry.

Classical FEM method with straight lines describing the edges are not adapted to the complex geometry of magnetic surfaces in a tokamak, where curved elements appear necessary for an accurate description of these surfaces. In this context, the isoparametric and isogeometric frameworks provide a method to produce curved elements adapted to any given geometry, and to create a PDE solver using these elements. Compared to a more standard description by metric tensors, the isoparametric/isogeometric frameworks: 1) give more flexibility to generate and refine the computational mesh, 2) introduce a rich set of computationally cheap parametric functions to build the mesh and to map quantities between configuration space and parameter space, 3) provide the so called k-refinement, a strategy that can increase the regularity of functions through the mesh’s interfaces, reducing the number of degrees of freedom, 4) allow a simple modification of the boundary by repositioning the control points.

In order to advance towards the long-term objective of designing a gyrokinetic Vlasov solver in complex geometry, we describe in this paper a feasibility study of isoparametric analysis in a simplified setting. The Vlasov solver is implemented on a reduced phase space (1D in space and 1D in velocity), instead of the 5D phase space of gyrokinetic codes. This reduced model is directly relevant for the application expected in GYSELA, as isoparametric meshes would be used – at least as a first step – to generate the 2D meshes describing magnetic surfaces in the poloidal plane. We consider a Vlasov-Poisson problem modeling the focusing of a heavy ion beam in an axisymmetric geometry around its optical axis. The advantage of this reduced model is that numerical experiments can be performed in a small-sized phase space domain using simple Dirichlet boundary conditions. Since the solution remains very localized, one can easily investigate different mesh geometries without damaging numerical results. Moreover, as is the case in gyrokinetic simulations, small-scale filamentation develops in phase-space, which must be correctly captured by the solver independently of the chosen mesh. The aim of this paper is to validate numerically the Vlasov solver for different underlying meshes, as well as to measure the impact of the chosen mesh on computational costs.

In section 1, we describe the two-dimensional Vlasov-Poisson test case considered, as well as the numerical methods used for a standard cartesian mesh. The framework for isogeometric analysis and the chosen computational grids are introduced in section 2. The specific algorithms needed to design a Vlasov solver on an isoparametric surface are presented in section 3. The results in terms of accuracy and computational cost for the different geometries considered are detailed in section 4. A conclusion follows.

1. 2D Vlasov

1.1. Physical model: the paraxial beam

Our reference test case is the study of beam focusing using the paraxial Vlasov-Poisson model [10]. This model is common in accelerator physics and describes the propagation of a particle beam along a linear optical axis. While the beam is considered in steady-state, the propagation velocity in the direction $z$ of the optical axis is assumed constant (thus $z$ is formally replaced by time in the equations). We also assume that the beam is symmetric around its optical axis. Therefore, we solve the Vlasov-Poisson system in cylindrical geometry with the radius $r$ as the only space coordinate and $v_r$ the velocity in the radial direction. In order to avoid issues with boundary conditions around $r = 0$, we consider a symmetric domain in $r$ with the condition $f(-r, v_r) = f(r, -v_r)$ where $f$ is the particle distribution function in phase-space.
Following the normalization in [25], we solve the Vlasov equation coupled with a Poisson equation

\[ \frac{\partial f}{\partial t} + v_r \frac{\partial f}{\partial r} + F(t, r) \frac{\partial f}{\partial v_r} = 0 \]  
\[ \frac{1}{r} \frac{\partial}{\partial r} (r \rho_{self}(t, r)) = \rho(t, r) = \int_{-\infty}^{\infty} f(t, r, v_r) \, dv_r \]  

where \( F(t, r) \) is the applied force. It contains contributions from both the externally applied \((E_{app})\) and the self-applied \((E_{self})\) fields:

\[ F(t, r) = K_{self} E_{self}(t, r) + K_{app} E_{app}(t, r) \]

where \( K_{app} \) and \( K_{self} \) are constants. We consider the case where a proton beam is focused by applying a periodic external electric field with the following normalized expression

\[ E_{app}(t, r) = -\frac{1}{2} \left( 1 + \cos \left( 2\pi t \right) \right)^2 r \]

As an initial distribution function, we will use the semi-gaussian (gaussian in velocity, localized in space) formulation

\[ f_0(r, v_r) = \frac{N_0}{\sqrt{2\pi} \pi a^2 v_{th}} e^{-\frac{v_r^2}{2v_{th}^2}} \text{ for } |r| < a \]  
\[ = 0 \text{ elsewhere} \]

where \( N_0 \) is the total number of particles, \( a \) is the initial beam radius and \( v_{th} \) is the thermal velocity.

1.2. The ISOLOSS code

In order to solve the 2D Vlasov-Poisson system in complex geometry, we have used the LOSS code [7], extending it for the paraxial beam test case and for various geometries to a new version named ISOLOSS. The ISOLOSS code uses a semi-Lagrangian numerical scheme [26], which will be presented in section 1.2.1. The time integration is performed using a predictor-corrector scheme, described in section 1.2.2.

1.2.1. Semi-Lagrangian method

Two types of methods are most commonly used to solve the Vlasov-Poisson system. On the one hand, Lagrangian (or Particle-In-Cell) methods [4] discretize the distribution function into a finite number of macro-particles. The evolution of these macro-particles then follows the characteristics of the Vlasov equation, while a grid is necessary only in real space in order to solve the Poisson equation. Lagrangian methods allow for efficient computations with a numerical cost that can be tuned depending on the expected accuracy. The main drawback of such methods is the numerical noise due to the sampling of the distribution function, which requires complex noise reduction methods (see for instance [19] for state-of-the-art noise reduction techniques in gyrokinetic simulations). On the other hand, Eulerian methods solve the Vlasov equation on a fixed grid in phase-space using finite differences, finite volumes or spectral methods to discretize the operators in the Vlasov equation. The key issue for Eulerian methods is that the discretization of the operators leads to numerical dissipation.

The semi-Lagrangian method is a mix between the Lagrangian and Eulerian methods, which tries to eliminate the main drawbacks of each method. This method was first developed for meteorological studies (see [27] for a review) and was more recently adapted to plasma simulations [26]. In order to avoid the statistical noise observed in Lagrangian codes, a fixed (Eulerian) grid in phase-space is used. On the other hand, to avoid numerical dissipation and take advantage of the conservation of the distribution function along trajectories by the Vlasov equation, the characteristics of the equation are used to compute the time evolution of the distribution function. The basic algorithm for the backward semi-Lagrangian method [26] used in LOSS is described in figure 1. For every grid point at a given time step, the characteristic curves are integrated backward to find the value
of the distribution function at the foot of the characteristic. As this point is hardly ever on the grid, an interpolation must be performed to compute the value of the distribution function. It has been shown [3, 11] that cubic spline interpolation provides a good compromise between accuracy (low diffusivity) and numerical cost. Details of this method will be presented in section 1.2.4.

1.2.2. Predictor-corrector scheme

The time integration of the Vlasov-Poisson system is performed using a second-order in time predictor-corrector numerical scheme. Given the distribution function \( f(t^n, r, v_r) \) at time \( t^n \) we perform the following sequence to compute \( f \) at \( t^{n+1} = t^n + \Delta t \):

1. Computation at time \( t^n \) of the charge density \( \rho^n \) (different methods are considered for this computation, depending on the choice of geometry, see 3.3 for details)
2. Computation of the self-consistent electric field \( E^n \) by solving the Poisson equation (2) with \( \rho = \rho^n \)
3. For each grid point \( (r, v_r) \): backward advection of \( \Delta t/2 \) to compute the foot of the characteristic \( (r^*, v_r^*) \)
4. Interpolation on the 2D grid using local cubic splines to compute \( f(t^{n+1/2}, r^*, v_r^*) \), which yields the value for \( \tilde{f}(t^{n+1/2}, r, v_r) \) due to the conservation of the distribution function along the characteristics
5. Computation of the density \( \tilde{\rho}^{n+1/2} \) and electric field \( \tilde{E}^{n+1/2} \)
6. For each grid point \( (r, v_r) \): backward advection (and interpolation) of \( \Delta t \) using the fields at \( t^{n+1/2} \) to compute \( f(t^{n+1}, r, v_r) \) from the values \( f(t^n) \)

This numerical scheme is similar to a second-order Runge-Kutta method.

1.2.3. Following the characteristics

In the semi-Lagrangian method, one has to compute characteristic curves between two consecutive time steps. The foot of one characteristic, denoted previously \( (r^*, v_r^*) \), is found by approximating an advection term using the velocity and the force fields. Several procedures can be used in order to find this foot, such as Taylor expansion [15] or fixed-point iterations. We choose a predictor-corrector scheme that gives an advection term approximated with an error of second order in space (see [6] for detailed description).

1.2.4. 2D cubic spline interpolation

The interpolation of the distribution function on the grid in phase-space is one of the main challenges of the semi-Lagrangian method. The method used for this interpolation should limit dissipation while being numerically efficient, as it will be performed at each time step and for every grid point. In the LOSS and ISOLOSS codes, this interpolation is performed using two-dimensional cubic splines [8, 26]. In this section, we will first present the method for interpolation with cubic splines in one dimension, then extend this method to two dimensions using a tensor product of cubic spline bases.
In one dimension, consider a function \( g(x) \) defined for \( x \in [x_0, x_N] \). This function \( g \) is projected on a basis of cubic splines:

\[
g(x) \simeq c_s(x) = \sum_{\nu=1}^{N+1} \eta_\nu B_\nu(x)
\]

where \( B_\nu \) are the cubic B-splines and the coefficients \( \eta_\nu \) are the unknown spline coefficients. The interpolation of the function \( g \) by \( c_s \) on the \( N+1 \) points of the domain leads to \( N+1 \) equations \( (c_s(x_i) = g(x_i) \) for \( i = 0, \ldots, N) \) for the \( N+3 \) spline coefficients. As the linear system is undetermined, we add two constraints on the derivatives at the boundaries

\[
g'(x_i) \simeq c'_s(x_i) = \frac{1}{2h} (\eta_{i+1} - \eta_{i-1}) \quad \text{for} \quad i = 0 \text{ and } i = N
\]

where \( h \) is the uniform cell size defined by \( h = x_{i+1} - x_i \). Thus the spline \( c_s \) interpolating \( g \) at the grid points and verifying the boundary conditions is uniquely defined. The vector of spline coefficients \( \eta = [\eta_{-1}, \ldots, \eta_{N+1}]^T \) is obtained by solving the linear system \( A\eta = G \) where

\[
G = [g'(x_0), g(x_0), \ldots, g(x_N), g'(x_N)]^T
\]

and \( A \) is the following \( (N+3) \times (N+3) \) matrix:

\[
A = \frac{1}{6} \begin{pmatrix}
-3/h & 0 & 3/h & 0 & \cdots & 0 \\
1 & 4 & 1 & & & & \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & 1 & 4 & 1
\end{pmatrix}
\]

Note that the Hermite boundary conditions can, depending on the simulation domain, be replaced by periodic boundary conditions. It modifies the linear system that needs to be solved but not the general method. The \( LU \) decomposition of matrix \( A \) is easily computed using Gauss elimination. For a given vector \( G \), the spline coefficients are then computed in two steps by solving successively the lower triangular matrix system \( L\mu = G \) and the upper triangular matrix system \( U\eta = \mu \).

Extending this method from one dimension to two dimensions is achieved by considering the tensor product of two cubic spline bases. Consider a function \( g(x, y) \) defined for \( (x, y) \in [x_0, x_{N_x}] \times [y_0, y_{N_y}] \). The interpolating spline becomes:

\[
g(x, y) \simeq c_s(x, y) = \sum_{\nu=-1}^{N_x+1} \sum_{\beta=-1}^{N_y+1} \eta_{\nu, \beta} B_\nu(x) B_\beta(y)
\]

where the unknowns are the \( (N_x + 3) \times (N_y + 3) \) coefficients \( \eta_{\nu, \beta} \). We first solve the following system for each value of \( j = 0, \ldots, N_y \)

\[
c_s(x, y_j) = \sum_{\nu=-1}^{N_x+1} \gamma_\nu(y_j) B_\nu(x) \quad \text{where} \quad \gamma_\nu(y_j) = \sum_{\beta=-1}^{N_y+1} \eta_{\nu, \beta} B_\beta(y)
\]

For each value of \( j \), we obtain \( N_x + 1 \) interpolation conditions. Imposing values of the derivatives at the boundaries in \( x \) leads to \( N_x + 1 \) linear systems of the type \( A_{\gamma_\nu}(y_j) = G \) where \( A \) is the matrix (9) and the vector \( G \) is similar to expression (8). These \( N_x + 1 \) systems of size \( (N_x + 3) \times (N_x + 3) \) are solved using \( LU \) decomposition as described for one dimensional interpolation, yielding the solutions \( \gamma_\nu(y_j) \) for \( \nu = -1, \ldots, N_x + 1 \) and \( j = 0, \ldots, N_y \).

To compute the coefficients \( \eta_{\nu, \beta} \) in equation (10), we still need to solve equation (11) for \( \nu = -1, \ldots, N_x + 1 \). For a given value of \( \nu \), the systems previously solved give us \( N_y + 1 \) interpolation conditions, while we need
to solve for $N_y + 3$ unknowns. We force the derivatives at the boundaries in $y$ to complete the system, which implies that we need to compute $\gamma_{\nu}^{\prime}(y_0)$ and $\gamma_{\nu}^{\prime}(y_{N_y})$. This means solving two additional linear systems of the type $A \gamma_{\nu}^{\prime}(y_j) = \partial_y G$ with $j = 0$ and $j = N_y$, where the vector $G$ is defined by derivatives of $g(x,y)$ and $A$ is the matrix in (9). Finally, for each value of $\nu$, we solve the system $A \eta_{\nu,\beta} = \Gamma_{\nu,\beta}$ with $\Gamma_{\nu,\beta} = [\gamma_{\nu}^{\prime}(y_0), \gamma_{\nu}^{\prime}(y_0), \ldots, \gamma_{\nu}^{\prime}(y_{N_y}), \gamma_{\nu}^{\prime}(y_{N_y})]^T$, once again using LU decomposition to obtain the spline coefficients $\eta_{\nu,\beta}$.

To estimate the computational cost of two-dimensional cubic spline interpolations, we need to count the number and size of the linear systems solved by one LU decomposition. To compute all the coefficients, we need to solve:

- $N_y + 1$ systems of size $(N_x + 3) \times (N_x + 3)$
- 2 systems of size $(N_x + 3) \times (N_x + 3)$
- $N_x + 3$ systems of size $(N_y + 3) \times (N_y + 3)$

Considering that, since the matrix $A$ is almost tridiagonal, the resolution through LU decomposition of a linear system of size $N \times N$ requires $O(N)$ operations, the global cost of two-dimensional cubic spline interpolation is of the order $O(N_N)$. The cubic B-splines have compact support basis, the 1D interpolation at a given position requires only the combination of 4 coefficients with 4 basis functions. Let us assume a uniform grid spacing $\Delta x$ from $x_{\text{min}}$ to $x_{\text{max}}$, one has

$$c_s(x) = \sum_{\nu=\left\lceil \frac{x-x_{\text{min}}}{\Delta x} \right\rceil - 1}^{\left\lceil \frac{x-x_{\text{min}}}{\Delta x} \right\rceil + 2} \eta_{\nu} B_{\nu}(x).$$ (12)

In a two dimensional setting, the interpolation uses 16 spline coefficients combined with the evaluation of 8 basis functions (4 in $x$ and 4 in $y$) at that point, leading to a reasonable cost of a few tens of floating point operations. In the sequel, $\text{Interp}(g,x,y)$ denotes the 2D interpolation of function $g$ taken at position $(x,y)$.

2. Complex geometry using parametric surfaces

In the following, the symbol $t$ will no longer be used as the time variable but as a parameter in the spatial parametric equations.

2.1. General framework

The need of an accurate representation of the geometry is not an exclusive matter of a specific application domain but is quite common in scientific computing. Diffeomorphisms associated to finite elements have proved to be very useful to deal with complex geometries. The idea is to perform a shape transformation in order to map a computational domain, for example a rectangular grid, to a potentially complex geometrical domain. At a given mesh resolution, a well chosen diffeomorphism adapted to the geometry can reduce numerical errors.

Diffeomorphisms and mapping techniques provide methods to go from a reference coordinate system (e.g. $(s,t) \in [0,1]^2$) to a physical coordinate system (e.g. $(x,y) \in \Omega$). To do so, one has to choose a shape function or a mapping to go from the reference system to the physical system. A common example is the use of a polar mapping to map a rectangular grid onto a circular domain. In our context, we choose to work on a uniform grid in the reference coordinate system. Such techniques have also been used in the context of moving grids for the semi-Lagrangian method [24].

In this context, the use of B-splines and NURBS may provide a simple and powerful tool. Since their introduction in the 1960s, B-splines (then NURBS) were almost exclusively used in the CAD community. Recently, Hughes [17] has made the link between the CAD community and the simulation one. The isogeometric analysis gives the user the ability to approach numerical solutions of partial differential equations in the same space used to describe the domain. Isoparametric analysis is generally attributed to Taig [28] and Irons [18].
The idea is to approximate the domain using shape functions. Those functions are then used to approximate the solution of partial differential equations. In fact, when one uses high-order elements for solving a partial differential equation in a domain with curved boundaries, it is essential to include some way of approximating the boundary conditions accurately. The use of isoparametric elements is an efficient way which involves a general piecewise-polynomial change of variables $F$ in the definition of the discrete spaces. Recalling the classical formulation of the FEM, we use an affine transformation to map a given element $K_e$ to the reference element $K$. The element basis functions $\varphi_e$ in $K_e$ are then related to the reference basis functions $\varphi$ by the relation $\varphi_e(x) = \varphi(F^{-1}(x))$. Elements where the mapping $F$ comes from the same finite element space are called isoparametric. One cost to pay is that this chain rule will be needed for each derivative evaluation. Notice that we must be careful to obtain mappings that have regular jacobians [5, 20]. When the shape functions are B-splines or NURBS, and when the domain is exactly modeled using those shape functions, Isoparametric analysis becomes Isogeometric analysis. Recall that we can model exactly all conics using NURBS.

One of the most interesting aspects of B-splines is that once the domain is described by B-splines, several strategies exist to refine the mesh:

- by inserting new knots. This is the h-refinement, it is the equivalent of mesh refinement of the classical finite element method,
- by elevating the B-spline degree. This is the p-refinement, it is the equivalent of using higher finite element order in the classical FEM,
- by increasing / decreasing the multiplicity of inserted knots. This is the k-refinement. This new strategy does not have any equivalent in the classical FEM.

One of the most interesting points of such mappings is that the evaluation for a particular point depends only on a finite (and quite small, depending on the spline degree) number of data, which makes the algorithms strongly local. In figure 2, one can see that a curve lying between two (interpolating) controls points is uniquely determined by the control points defining the corresponding control polygon. This local dependence is very useful as one can change the shape of a curve by only changing the position of some control points (see figure 2).

The inconvenient of B-spline mappings is the inverse problem: given a point in the physical domain, what is the corresponding parametric point? Iterative algorithms to perform this inverse mapping will be described in section 3.1. Another idea is to use an analytical inverse, whenever it is possible, for example in the case of a polar grid (see section 2.2).

A main idea included in this tool set, is to be able to deal with some class of spatial domains, described by B-splines. The aforementioned description can be coupled with a Semi-Lagrangian method to solve the Vlasov equation. The resulting code, that we have named ISOLOSS, will be described in the sequel of this paper. The present work focuses on two isoparametric meshes: an oval mesh with an analytical inverse mapping (section 2.2) and a mesh defined by Bézier elements (section 2.3), which are a specific type of NURBS or B-splines.

### 2.2. Analytical mapping

As a first step, we consider the case where the mapping is performed by a fully analytical diffeomorphism. This diffeomorphism maps a rectangle $(s, t) \in [0, 1] \times [0, 2\pi]$ (in the reference space) to an ellipse in the physical space. The following parametric equations are taken as a mapping function:

$$
x(s, t) = r_{\text{max}} \times s \times \cos(t) \quad y(s, t) = v_{\text{max}} \times s \times \sin(t)
$$

Figure 2. A Bézier curve after repositioning the control point $P_2$
The Semi-Lagrangian method in complex geometry: (1) map the position in the reference space into physical space, (2) follow the characteristic backwards in physical space, (3) map the obtained position back in the reference space to perform the interpolation.

The inverse mapping is also given by analytical expressions:

\[ s(x, y) = \sqrt{\frac{y^2}{v_{\text{max}}} + \frac{x^2}{r_{\text{max}}}} \]

\[ t(x, y) = \begin{cases} 
\arctan\left(\frac{y}{x}\right) & \text{if } x > 0 \text{ and } y \geq 0 \\
\arctan\left(\frac{y}{x}\right) + 2\pi & \text{if } x > 0 \text{ and } y < 0 \\
\arctan\left(\frac{y}{x}\right) + \pi & \text{if } x < 0 \\
\frac{\pi}{2} & \text{if } x = 0 \text{ and } y > 0 \\
3\frac{\pi}{2} & \text{if } x = 0 \text{ and } y < 0 
\end{cases} \]

The computational cost of moving forward and backward from the reference space to the physical space is quite low. A direct or inverse mapping represents a fraction of the cost induced by one 2D interpolation. Therefore, as we shall see in the numerical experiments, the overhead in the ISOLOSS code is small compared to the original solution that does not require a diffeomorphism.

2.3. Bézier patches

A Bézier surface (also known as Bézier patch) of order \((n, m)\) is defined by several control points \((k_{i,j})_{i \in [0,n], j \in [0,m]}\). It maps the unit square \([0,1]^2\) into a surface embedded within a space of the same dimensionality as the control points. In our application, we take the control points \(k_{i,j}\) in \(\mathbb{R}^2\) in order to represent a 2D geometry. A Bézier surface is parametric and the equations describing it depend on parameters that are not explicitly part of the geometry. Hence, a point \(P\) of coordinates \((s, t)\) on the patch is localized at the following position in the physical space:

\[ P(s, t) = \sum_{i=0}^{n} \sum_{j=0}^{m} B^n_i(s) B^m_j(t) k_{i,j} \quad \text{with} \quad B^n_i(u) = \binom{n}{i} u^i (1 - u)^{n-i} \]

\(B^n_i(u)\) are known as the Bernstein basis of polynomials of degree \(n\). As a first step, we decide to use biquadratic Bézier patches.

3. Algorithms

The Semi-Lagrangian method, as described in section 1.2, must be adapted to the formalism of parametric surfaces introduced in section 2. In the approach proposed in this paper, the choice has been made to keep the expressions of the advection equations in the physical space, rather than rewriting these equations in the reference space \([2]\). Therefore, it is necessary to move backward and forward between the reference space and the physical space. Figure 3 outlines the adapted Semi-Lagrangian method when using parametric surfaces. From a given position \((s, t)\) in the reference space, we map the corresponding position in physical space. The characteristics are then followed backwards in physical space, and the foot of the characteristics must be mapped.
back into the reference space before performing the cubic spline interpolation. The main issue in this algorithm is the inverse mapping of positions from physical space to reference space. This transformation has to be performed for each grid point during the advection step. There is no generic analytical solution for curved elements and this operation can be numerically costly. Several solutions have been proposed in the computer graphics community to design fast inverse mappings [13,22]. Algorithms to perform the inverse mapping from physical space to reference space are presented in section 3.1.

Another issue when solving the Vlasov-Poisson system on an isoparametric mesh is the computation of velocity integrals to obtain the density, which is needed to solve the Poisson equation. Whereas such computation is trivial for a cartesian grid in position and velocity, it requires a special treatment for curved elements, which will be presented in section 3.3.

3.1. Inverse mapping for Bézier patches

3.1.1. Existing solutions

Several algorithms have been proposed to calculate the inverse mapping for Bézier patches [13]. A common approach is to use a multivariate Newton iteration scheme (also called Newton-Raphson scheme). This method uses an iterative process to approach one root of a set of equations. For an adequately suited set of equations, this procedure starts with the position in physical space and gives the position in the reference space within a few iterations. The convergence is quadratic and the number of significant digits doubles after each iteration. The Newton scheme has an intrinsic problem: it may fail to converge. As the convergence depends on the gradient, we can expect Newton algorithms to fail for domains with singularities.

A method called Bézier clipping [22] has been introduced to guarantee systematic convergence. Iteratively, the algorithm builds smaller nested Bézier subpatches. These Bézier subpatches keep the target point inside them. The parameter domain that surrounds the target point is thus iteratively reduced until it becomes sufficiently small that one can approximate easily the inverse mapping in averaging the control points of the subpatch. This strategy involves much more computations than the Newton-Raphson method.

The inverse mapping algorithm we need is based on the same techniques used for computing the points at which a ray intersects a rational Bézier patch in the computer graphics community. In this work we only investigate Newton and clipping schemes. Some alternative methods (such as interval Newton iteration) have been described in [29].

The inverse mapping function used in the sequel is denoted $\text{Imap}(r,v_r)$. If the input point $(r,v_r)$ is in the computational domain then one has $\text{Imap}(r,v_r) = (s,t) \in [0,1]^2$.

3.1.2. Description of the Newton algorithm

The inverse mapping problem can be written as:

$$P(s^*,t^*) = \sum_{i=0}^{n} \sum_{j=0}^{m} B_i^n(s^*)B_j^m(t^*) k_{i,j} = \begin{pmatrix} x^* \\ y^* \end{pmatrix}$$

where $s^*$ and $t^*$ are the unknown parameters in reference space. We apply Newton’s method to solve this nonlinear system. The equation can be rewritten as

$$f(s^*,t^*) = 0 \quad \text{with} \quad f(s,t) = P(s,t) - \begin{pmatrix} x^* \\ y^* \end{pmatrix}$$

The Taylor series of $f(s,t)$ around the point $f(s^*,t^*)$ where $f$ is equal to zero is given by

$$f(s^*,t^*) = f(s,t) + J(s,t) \begin{pmatrix} s^* - s \\ t^* - t \end{pmatrix} + \ldots,$$

with

$$J = \begin{pmatrix} \frac{\partial P_s}{\partial s} & \frac{\partial P_s}{\partial t} \\ \frac{\partial P_t}{\partial s} & \frac{\partial P_t}{\partial t} \end{pmatrix}$$
At first order we get \( \begin{pmatrix} s^* \\ t^* \end{pmatrix} = \begin{pmatrix} s \\ t \end{pmatrix} - J^{-1}(s,t)[f(s^*, t^*) - f(s, t)] \).

The Newton iteration is then \( \begin{pmatrix} s_{k+1}^* \\ t_{k+1}^* \end{pmatrix} = \begin{pmatrix} s_k^* \\ t_k^* \end{pmatrix} - J^{-1}(s_k^*, t_k^*)[f(s_{k+1}^*, t_{k+1}^*) - f(s_k^*, t_k^*)] \).

The inverse of the Jacobian matrix \( J \) can be accurately computed in the Bézier formulation, using derivatives of the Bernstein polynomials. The iterative algorithm continues until one of the following three criteria is met:

1. the \( l^2 \) norm of \( \begin{pmatrix} s_{k+1}^* - s_k^* \\ t_{k+1}^* - t_k^* \end{pmatrix} \) is lower than a threshold,
2. the number of iterations is larger than a predefined maximum number,
3. the position \((s, t)\) is no longer in the Bézier patch.

Note that, in the latter two cases where the Newton algorithm fails to converge, it is possible to switch to the clipping algorithm described in the following. The Newton algorithm needs to evaluate surface points as well as partial derivatives for given parameter values \((s, t)\). In order to reduce the number of computations in the Newton kernel, factorizations are performed between the computations of \( \frac{\partial f}{\partial s}(s_k, t_k) \) and \( \frac{\partial f}{\partial t}(s_k, t_k) \).

### 3.1.3. Description of the clipping algorithm

The clipping algorithm uses properties associated to Bézier patches:

- **Convex hull property:** a Bézier surface lies completely within the convex hull of its control points.
- **Subdivision Algorithm for Bézier Curves:** using the DeCasteljau algorithm, one can write a quick algorithm to subdivide a Bézier patch into two Bézier subpatches (see for instance [9]).

Let us describe briefly the different steps of the Bézier clipping (for more details, see [21–23,30]). As an input, we have a Bézier patch with its control points \( C_{i,j} \) (position in parameter space \( (s_{i,j}, t_{i,j}) \), position in space \( (x_{i,j}, y_{i,j}) \)). The idea is to reduce the interval of possible values of \( s \in [0,1] \) to a smaller interval that contains the target point \( P \). As a first step, one tries to approximate the intersection of the Bézier patch with a line \( L \) in the direction of the \( t \)-axis that goes through \( P \). Suppose that we find a way to know that the intersection of this line \( L \) with the Bézier patch contains only values of \( s \) in the interval \([s_{\text{min}}, s_{\text{max}}]\), one can then deduce immediately that the \( s \) coordinate of \( P \) is also in the same interval.

To find such an interval, the convex hull property can be used as follows: the intersection of the Bézier patch with \( L \) has to be included in the intersection of the convex hull (defined by the control points \( C_{i,j} \)) with \( L \). Computing the intersection of the convex hull with \( L \) is a non trivial procedure, which we present here. First, one defines a line \( L \) almost perpendicular to the \( s \)-axis that traverses the target point \( P \). Then, the \( d_{i,j} \) distance of each control point \( C_{i,j} \) to this line is computed. Because of the perpendicular property of line \( L \), one can expect that control points at \( s = 0 \) will be often negative and these at \( s = 1 \) will be often positive. A new Bézier patch is built by replacing the previous control points at \((s_{i,j}, t_{i,j})\) with new control points at the coordinates \((s_{i,j}, d_{i,j})\) in parameter space. This patch represents a projection that simplifies the intersection task. Suppose the convex hull of these new control points intersects the \( s \)-axis at two points \( s_{\text{min}} \) and \( s_{\text{max}} \), such that \( 0 \leq s_{\text{min}} \leq s_{\text{max}} \leq 1 \). Then we know the intersection points of the Bézier curve and \( s \)-axis will be inside \([s_{\text{min}}, s_{\text{max}}]\). We subdivide the Bézier patch into three patches, with \( s \) ranging in \([0, s_{\text{min}}]\), \([s_{\text{min}}, s_{\text{max}}]\), and \([s_{\text{max}}, 1]\) respectively. We know that the intervals \([0, s_{\text{min}}]\) and \([s_{\text{max}}, 1]\) can be safely discarded. Next, we can iterate the whole procedure in the other direction \((t)\) on the new Bézier patch restricted to \( s \in [s_{\text{min}}, s_{\text{max}}]\).

Finally, the algorithm loops onto the described process until the intervals for each parameter are small enough. The proof of convergence of the algorithm is based on the following fact: at each iteration one substracts parameter ranges which are guaranteed not to include the target point.

A sketch of the nested Bézier patches generated during the clipping is depicted in figure 4 for an input point located at \((2, 3)\).
3.2. Reducing delays for patch finding

In order to achieve good performance, it is crucial to reduce the total number of inverse mapping calculations to the minimum. In theory, when applying the Bézier clipping algorithm for inverse mapping, we must iterate over all the Bézier patches until finding the one which actually contains the point we are trying to map. A useful strategy (common in the computer graphics community) consists in subdividing space into more manageable and smaller chunks. We choose to build a collection of axis-aligned bounding boxes around each Bézier patch. Due to the convex hull property of Bézier surfaces, the control points allow us to determine an axis-aligned bounding box in physical space for each patch. For a given point in physical space, if it does not belong to a given bounding box, then it is certain that the point is not inside the associated Bézier patch. One can take advantage of this property to restrict the search of the inverse mapping procedure to a small set of Bézier patches, typically between one and four potential patches. This strategy shortens the time needed to find the patch in which the target point lies.

In order to further improve this strategy, we perform some work in a preprocessing stage to remove costs during inverse mapping computations [21]. Initially, the entire physical domain is bounded by a global bounding box and this box is cut into voxels of equal size. The size of the voxels is chosen such that the volume of a voxel is significantly smaller than the volume of the average bounding box of a Bézier surface. Inside each voxel, a list of the Bézier patches is stored. Given an input point lying in one voxel, this list gives all Bézier patches which could encompass the input point. The list is built based on the axis-aligned bounding boxes previously computed.

Finally, the procedure adopted to obtain the inverse mapping of an input point using Bézier clipping is the following: 1) read the voxel where the list of potential Bézier patches is stored, 2) try applying the clipping algorithm inside each patch of the list and stop as soon as the input point belongs to one of the patches 3) return the localization \((s^*, t^*)\) given by the clipping algorithm.

In all the test cases considered in this work, where the meshes do not present any singularity, the Newton-Raphson algorithm always converges. Both methods for inverse mapping have been implemented, but the computational cost of the Bézier clipping algorithm is greater by at least one order of magnitude. Therefore, we have used the Newton-Raphson algorithm for the results presented in section 4. More generally, a good compromise can be found by using the faster Newton-Raphson algorithm, with the “safer” Bézier clipping algorithm as a backup solution when the Newton scheme does not converge, for instance when the grid presents singularities.
3.3. Velocity integrals

The density \(\rho(r)\) must be obtained in order to solve the Poisson equation. This density is computed as an integral over the velocity direction, which is not trivial when using a curved grid in phase-space. Indeed, we need a numerical quadrature for approximating the integral over a curved domain represented by isoparametric elements. The inputs available for this computation are the values of the distribution function at the control points positions, and also the spline coefficients used for the interpolation. We choose to approximate the integrals using the trapezoidal rule coupled with a spline interpolation. Let us define the following series

\[
\sum_{\nu,v} \eta_{\nu,\beta} B_{\nu}(s_{q,k}^*) B_{\beta}(t_{q,k}^*)
\]

where \(\Delta t\) and \(\Delta s\) are the grid sizes in the reference space. Thus, the \(\rho\) vector can be expressed as the result of a matrix-vector multiplication \(\rho = M \eta\) where \(\eta\) represents the values of the distribution function. Furthermore, the matrix \(M\) depends only on the \(B_{\nu}(s_{q,k}^*) B_{\beta}(t_{q,k}^*)\) products that are available at the beginning of the simulation and remain fixed over time. So, we precompute the matrix \(M\) initially and perform sparse matrix-vector multiplication each time we need the density \(\rho\). Let us remark that the size of \(M\) only depends on the number \(N_v\) of samples along the \(v\) direction. To improve the accuracy of the integrals, one simply needs to perform a bigger precomputation to get the matrix \(M\).

4. Results

4.1. Geometry settings and experimental results

We consider the evolution of a non stationary beam with the following dimensionless parameters:

\[ N_0 = 2\pi, a = 1.83271471003, v_{th} = 0.0727518214392, K_{self} = 1, K_{app} = 0.5 \, . \]

In our simulations, the beam is transported over 163 lattice periods, with 100 time steps per period. The underlying uniform 2D grid used for the simulation consists in \(2^{18}\) points covering entirely or partially the spatial domain \((r, v_r) \in [-6, 6] \times [-2.5, 2.5]\). We intend to compare the speed and accuracy on three geometries:

1. **Original LOSS**: no diffeomorphism is employed and this case corresponds to the initial simulator configuration. The computational grid is rectangular and its size is \(512 \times 512\).
2. **Analytical mapping**: an analytical shaping function (see section 2.2) maps an oval in phase space to a reference domain \([0, 1] \times [0, 1]\). The reference domain has a uniform grid mesh of size \(1024 \times 256\) with a larger number of points in the angle direction. Especially in this configuration, the periodicity along the angle direction has to be taken into account.
3. **Bezier mapping**: a set of Bézier patches (see section 2.3) are built; the shape of the computational domain is in-between the shapes of the previous oval and rectangle configurations. The reference domain has a \(512 \times 512\) size.

The different computational grids are sketched in figure 5 where an undersampling has been applied in order to improve readability.
Figure 5. Three computational grids are tested for the paraxial beam problem: (a) regular cartesian grid, (b) oval grid associated to an analytical inverse mapping, (c) grid defined by Bézier elements.

Figure 6. Final state of the distribution function in phase space in the three configurations.

Figure 7. Final state of the density function $\rho(r)$ in the three configurations.

Figure 8. Evolution in time of the $R_{\text{rms}}$ quantity in the three geometry configurations.
The final state of the distribution function is shown in figure 6 for the different computational grids. For each configuration, the simulator manages to follow the evolution of filamentation. The distributions functions are quite similar, but the analytical mapping exhibits some clear differences with the two other settings. The strong anisotropy of the oval mapping in the center of the domain clearly triggers numerical problems. These problems are also illustrated in figure 7 where the final state of density $\rho(r)$ is presented in the three geometries. The Bézier and the original curves almost overlay, but the curve for the analytical case has a different behavior at the peak of the density and on the lateral small shoulders. In figure 8, we consider the root mean square fluctuations of the spatial coordinate, i.e. $R_{\text{rms}} = \left( \int \rho(r) r^2 dr / \int \rho(r) dr \right)^{1/2}$, which measures the effective beam focalization. The three configurations give nearly identical $R_{\text{rms}}$ curves over time. Finally, we conclude that diffeomorphisms do not decrease accuracy directly, but care must be taken in order to avoid unjustified anisotropy.

4.2. Performance issues

Performance of the different geometry settings has been investigated on a desktop computer. A 3.0 GHz Intel Core 2 Duo E8400 processor was used to run numerical experiments on only one core. The settings of the runs were exactly the same as in the previous subsection. In Table 1, the timings of each part of the code for one simulation of 16384 time steps are gathered. The Field solve column sums time used to compute the density $\rho$ and the self-consistent field. The Spline coeff. column corresponds to calls to the LU solver described in section 1.2. The Advection column comprises the trajectories computation to find the origins of the characteristics and the interpolation costs. The Total column sums the first columns, ignoring the preprocessing phase of the simulation and the diagnostics.

<table>
<thead>
<tr>
<th></th>
<th>Field solve</th>
<th>Spline coeff.</th>
<th>Advection</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original LOSS</td>
<td>2.3</td>
<td>16.4</td>
<td>78</td>
<td>97</td>
</tr>
<tr>
<td>Analytical mapping</td>
<td>10.1</td>
<td>18.4</td>
<td>115</td>
<td>143</td>
</tr>
<tr>
<td>Bézier mapping</td>
<td>9.2</td>
<td>17.3</td>
<td>275</td>
<td>301</td>
</tr>
</tbody>
</table>

Table 1. Timing results (seconds) for three geometry settings and simulation over 1024 time steps

The field solver and $\rho$ calculation take much more time when a mapping is employed. This is due to the fact that without mapping the computation $\rho(r)$ is very light, as it is only a sum of $f(r, v)$ along dimension $v$; whereas with mapping the strategy explained in subsection 3.3 is used. The computation of spline coefficients takes nearly the same amount of time in each case. The computation costs are almost identical and cache effects are the critical factor that modulates slightly the costs of computing spline coefficients. Concerning the advection step, the cost of the inverse mapping explains the observed differences in computation time. The analytical inverse mapping involves a 50% time increase compared to the original LOSS, and Bézier inverse mapping leads a 250% time increase.

If we look forward to the application of this technique in the GYSELA code, this overhead must be rescaled. The 2D interpolations represents approximately 5% of the execution time in a GYSELA run. A rough estimate of the overhead induced by implementing the Bézier setting in the GYSELA Vlasov solver is thus 13% (with the simple calculation $[275/78 - 1] \times 5\%$). Other overheads should also be considered for the field solver using the upgraded geometry setting, but no simple estimate of this cost can be provided for the moment.

**Conclusion**

The Semi-Lagrangian scheme combined with isoparametric analysis successfully solves the Vlasov equation on a reduced beam test case. Small-scale filamentations in phase-space are well captured by the new solver. Quantitative analysis shows that only minor issues in accuracy are caused by the mesh geometry. For a parametric Bézier patch, the overhead in terms of computational cost is about 200% on the whole simulation run when compared to the original version. Although this figure may appear quite large, it could in fact be reasonable if the advantages brought by a more accurate description of the domain geometry outweigh its
numerical cost. This should be the case for applications with strong geometrical constraints on the computational mesh, such as the gyrokinetic code GYSELA.
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