Abstract. We are interested in the stability of two-dimensional localized structures in reaction-diffusion systems subjected to a delayed feedback. We show that the presence of the delay can induce complex behavior of the localized structures, including, e.g., spontaneous motion or breathing of the localized objects. In the case of spontaneous motion, the corresponding order parameter equation for the position of the localized structure is derived. In addition, numerical simulations are carried out showing good agreement with the analytical predictions.

Introduction

In the field of nonlinear dynamics, control and engineering of dynamical behaviour of spatio-temporal patterns in high-dimensional nonequilibrium systems is one of the key issues of recent research [3, 13]. In particular, controlling of dissipative localized structures, single isolated, randomly distributed or organized in clusters have been of increasing interest in recent years. Self-organized localized solitary patterns in dissipative systems turned out to be of particular interest for fundamental research as well as for applications [14, 15, 17]. We refer to these objects as dissipative solitons (DSs), following Ref. [1, 14, 15, 17]. Nevertheless, other nomenclature can also be found in the literature, e.g., autosolitons [9], oscillons [10] as well as spots and pulses in neuroscience [2, 21] and different chemical systems [13].

In order to control such a complex phenomenon, different approaches have been proposed. In particular, the onset of pulse propagation in the FitzHugh-Nagumo (FHN) system with control by augmented transmission capability that is provided either along nonlocal spatial coupling or by time-delayed feedback was studied in [21]. Recently, the properties of 2D bright and dark dissipative structures in a real Swift-Hohenberg equation subjected to delayed feedback were investigated in [22, 23]. In particular, it was shown that when the product of the delay time and the feedback amplitude exceeds some critical value, single cavity solitons start to move in arbitrary direction. Moreover, in [7] the influence of the delayed feedback on the stability properties of single DS in real Swift-Hohenberg equation was investigated in details. Depending on delay time and delay strength coefficient, various destabilization scenarios were obtained, including breathing DSs as well as multi-mode oscillatory instabilities leading to complex spatio-temporal patterns.
In this paper we investigate the influence of the delayed feedback on the stability properties of single DS in the three-component reaction-diffusion (RD) system with one activator and two inhibitors:

\[
\begin{align*}
\partial_t u &= D_u \Delta u + f(u) - \kappa_3 v - \kappa_4 w + \kappa_1 + \alpha \left( u(t) - u(t - \tau) \right), \\
\eta \partial_t v &= D_v \Delta v + u - v + \eta \alpha \left( v(t) - v(t - \tau) \right), \\
\theta \partial_t w &= D_w \Delta w + u - w + \theta \alpha \left( w(t) - w(t - \tau) \right).
\end{align*}
\] (1)

Here \( u = u(r, t) \) is the activating component, whereas \( v = v(r, t) \) and \( w = w(r, t) \) denote the inhibiting components and \( r \in \mathbb{R}^2 \). In the polynomial nonlinear function \( f(u) = \lambda u - u^3 \) the coefficient \( \lambda \) is positive. \( D_u, D_v, D_w \) denote the (positive) diffusion coefficients of the components, whereas the positive parameters \( \eta \) and \( \theta \) represent dimensionless constants, being the ratios of the characteristic times of both inhibitors with respect to that of the activator. The coefficient \( \kappa_1 \) violates the inversion symmetry \( (u \mapsto -u) \) and has arbitrary sign. The constants \( \kappa_3 \) and \( \kappa_4 \) staying in reaction term are also positive, indicating inhibiting nature of \( v \) and \( w \). Finally, \( \tau \) denotes the delay time, whereas the positive parameter \( \alpha \) is the delay rate. Notice that the delayed feedback term in Eq. (1) is a simple form of the famous Pyragas delayed feedback control \([18, 19]\), which was successfully used to control unstable trajectories in diverse systems, e.g., \([11, 12, 16]\).

In the absence of the delayed feedback the system (1) was first introduced in \([20, 24]\) as an extension of the FHN system for nerve pulse transmission, which is widely used in various areas of research \([2, 4, 8, 17]\).

In this paper we are interested in the stability properties of the single DS in the system (1). We shall show that delayed feedback can lead to different instabilities of the soliton, including spontaneous motion, spontaneous breathing as well as complex oscillatory behavior. We also show that, using the product of the delay time \( \tau \) and delay rate \( \alpha \) as a control parameter, one can easily control the instability type. Moreover, in the case of spontaneous motion of the DS we derive the order parameter equation for the position of the soliton and determine the analytical expression for its velocity.

1. **Linear stability analysis**

We start from the general form of the evolution equation:

\[
\partial_t \mathbf{q}(r, t) = \mathcal{L} (\nabla) \mathbf{q}(r, t) + \alpha \mathbf{E} \left( \mathbf{q}(r, t) - \mathbf{q}(r, t - \tau) \right),
\] (2)

where in our case \( \mathbf{q} = \mathbf{q}(x, t) = (u, v, w)^T \), is a vector-function, \( x = (x, y) \in \mathbb{R}^2 \) and the operator \( \mathcal{L}(\nabla) \) is a nonlinear operator

\[ \mathcal{L} = D \nabla^2 + R(\cdot). \]

Here \( \nabla^2 \) denotes the Laplace operator, the diagonal matrix \( D \) contains the diffusion constants of \( u, v, w \) on the principal diagonal, vector \( R(\mathbf{q}) \) stands for nonlinear reaction term and \( \mathbf{E} \) is an identity matrix.

**Linear stability analysis for \( \alpha = 0 \)**

Let \( \mathbf{q}_0(x) \) be a stationary solution of the system (2) with \( \alpha = 0 \), i.e., \( \mathcal{L} \mathbf{q}_0 = 0 \). In the simplest case it is a stationary localized structure with rotational symmetry. Linear stability of this solution can be analyzed by a substitution of the ansatz \( \mathbf{q}(x, t) = \mathbf{q}_0(x) + \mathbf{w}(x, t) \), where \( \mathbf{w}(x, t) = \varphi(x) e^{i \omega t} \) in Eq. (2), resulting in the linear eigenvalue problem

\[ \mathcal{L}'(\mathbf{q}_0) \varphi = \mu \varphi, \] (3)

where the linear operator \( \mathcal{L}'(\mathbf{q}_0) \) is the linearization of \( \mathcal{L} \) around \( \mathbf{q}_0 \). \( \mu \) is the set of eigenvalues of \( \mathcal{L}'(\mathbf{q}_0) \) and \( \varphi(x) \) are the corresponding eigenfunctions. As can be easily shown for the system (1) the operator \( \mathcal{L}'(\mathbf{q}_0) \) is not Hermitian. This implies that the eigenvalues \( \mu \) and corresponding eigenfunctions (or modes) \( \varphi(x) \) are in general complex. As the system (1) features translational invariance with respect to its spatial coordinates, \( \mu = 0 \) is
an eigenvalue of the operator $\mathcal{L}'(q_0)$, corresponding to two independent neutral eigenfunctions (one for each spatial direction), which in the following will be called Goldstone, or neutral modes. They can be identified as the first derivatives of $q_0$ with respect to $x$, i.e., $\varphi^0_x = \partial q_0 / \partial x$. In the case of RD systems one can speak about a compact operator $\mathcal{L}'(q_0)$, namely the operator, whose continuous spectrum is separated from zero. That is, only a finite number of modes, whose eigenvalues are close to zero and belong to the discrete spectrum, can become unstable by the change of some control parameter. These critical modes can be found using the ansatz: $w \sim w_ne^{i\omega \phi}$. Then the influence of the modes with different $n$ on the radial-symmetrical DS $q_0$ can be understood as follows: the mode with $n = 0$ (the breathing mode [5]) results in the change of the size of the DS; the mode with $n = 1$ describes the shift of the solution and $n \geq 2$ causes different deformations of the DS. Now let us assume that the real parts of all eigenvalues of (3) except for $\mu = 0$ are negative. This implies the stationary solution $q_0$ for $\alpha = 0$ is stable.

**Linear stability analysis for $\alpha > 0$**

Since the stationary solution $q_0(r)$ is time-independent, it remains a stationary solution of (2) for all values of $\alpha$. Since the operators $\mathcal{L}'(q_0)$ and $E$ commute, linear stability of the solution for $\alpha > 0$ can be constructed from the spectrum of $\mathcal{L}'(q_0)$ via the delayed eigenvalue problem

$$
\mathcal{L}'(q_0) \varphi = \left( \lambda - \alpha \left( 1 - e^{-\lambda \tau} \right) \right) \varphi ,
$$

where the eigenvalues $\lambda$ are determined as solutions of the transcendental equation

$$
\mu = \lambda - \alpha \left( 1 - e^{-\lambda \tau} \right).
$$

That is, the stationary solution $q_0$ remains stable when real parts of $\lambda(\mu) < 0$ for all critical $\mu$ belonging to the spectrum of the operator $\mathcal{L}'(q_0)$. Nevertheless, the stationary DS can loose its stability with the change of some control parameter, e.g., the product of delay time $\tau$ and feedback rate $\alpha$. Indeed, if we are interested in real solutions of Eq. (5), corresponding to $\mu = 0$, two different solutions $\lambda_{1,2}$, corresponding to the neutral mode can be obtained [23]:

$$
\lambda_1 = 0 , \quad \lambda_2 = \frac{2(\alpha - 1)}{\tau} ,
$$

where $a := \alpha \tau$. Hence, the neutral mode remains in the presence of delayed feedback. One can also see that $\lambda_2$ remains negative for all values $\alpha < 1$. However, for $\alpha > 1$ these eigenvalue becomes positive, leading to the drift of the DS [7, 22]. It has to be noted that in general all solutions of transcendental equation (5) are complex. That is, if $\mu = \delta \pm i \omega$, one can try to find the critical delay time $\tau_c$ for the fixed value of the control parameter $a$, that the corresponding $\lambda$ crosses the imaginary axis, i.e., $\lambda = \pm i \beta$. It can be shown that for the all real values of $\mu$, $\mu = \delta < 0$ the stationary solution of delayed problem remains stable for $\alpha \leq \max \left\{ -\delta / (2\tau) , 1 \right\}$ [7]. For complex values of $\mu$ the corresponding condition is much more complicated and cannot be written in a compact form. However, one can find the critical delay time $\tau_c$ by means of the solvability condition:

$$
\pm \arccos(1 + x) + 2\pi n - \frac{\omega a}{\delta} x = \pm a \sqrt{1 - (1 + x)^2} , \quad n \in \mathbb{Z} ,
$$

where $\tau_c := x a / \delta$. Note that for small values of $\delta$, nontrivial solutions $\beta \neq 0$ of the last equation are possible for $\alpha < 1$. Hence, oscillatory modes can become unstable before the induced drift sets in. 

This statement becomes more clear if we solve Eq. (5) numerically for different values of $\mu$, corresponding to discrete critical modes of the operator $\mathcal{L}'(q_0)$ and different values of the control parameter $a$ and time delay $\tau$ (see Fig. 1).

Figure 1 (a)-(c) shows the dynamical behavior of the eigenvalues on the complex plane by the change of $\tau$: For relative small values of $a$, $a = 0.5$ (Fig. 1 a), d)) real parts of all eigenvalues except for $\lambda = 0$ are negative.
and the corresponding solution is stable. If we increase the value of $a$, e.g., $a = 0.8$ (Fig. 1 b), c)) one can see, that eigenvalues corresponding to complex $\mu$ become unstable for small values of $\tau$. However, with increasing of $\tau$, all complex eigenvalues move back into the half-plane $\text{Re}(\lambda) < 0$ and the stationary solution becomes stable. Notice that the critical delay time, for which each eigenvalue becomes stable, can be calculated by means of solvability condition (6). Finally, if the value of the control parameter exceeds one (see Fig. 1 c), f)), all modes become unstable for small values of $\tau$. For large values of $\tau$, however, all complex eigenvalues become stable again, and only one type of instability, corresponding to the drift of DS remains. It has to be emphasized, that solvability condition (6) gives the possibility of the effective control of the instability type. However, one can also see (Fig. 1 e), f)) that in particular for small delay times different modes are unstable simultaneously, that is, the dynamical behavior in this region can be very complex.

2. **APPLICATION TO REACTION-DIFFUSION SYSTEM**

Such a complex behavior of DS is illustrated in Fig. (2), where the result of direct numerical simulation of Eq. (1) for $a = 1.05$ and different values of $\tau$ is presented. Numerical simulations have been performed on the two-dimensional square domain $\Omega = [-2,2] \times [-2,2]$ with periodic boundary conditions using a pseudo-spectral method with $512 \times 512$ grid points, whereas a Runge-Kutta 4 scheme is employed for the time stepping. Figure 2 shows the time evolution of the activator for $\tau = 2.4$. In this parameter range, several modes are unstable simultaneously: DS moves to the left with the constant velocity, $n = 0$ influences its size (Fig. 2 a)), whereas modes with $n = \pm 2$ (Fig. 2 b), d)) and $n = 3$ (Fig. 2 c)) are responsible for different deformations of DS.

In Fig. 2 (e, f) further examples of delay-induced instabilities of DS are presented. Figure 2 e) shows the space-time plot of the activator for $\tau = 6.0$. One can see that the modes $n \geq 2$ are already damped, and
Figure 2. (a-d) Example of the motion and complex form-deformation of single DS obtained by numerical simulation of Eq. (1). Activator distribution $u(x, y, t)$ for four different times is presented. a) $t = 9$ - the size of the solution increases; b) $t = 81$, c) $t = 96$ and d) $t = 147$ shows the influence of the modes with $n = 2$, $n = 3$, and $n = -2$. (e-f) Space-time plots of the activator distribution for $a = 1.05$ and different values of $\tau$ obtained from numerical solution of Eq. (1). e) $\tau = 6.0$, the solution oscillates with the constant amplitude; f) $\tau = 8.0$, after relaxation oscillations, DS moves to the left with the constant velocity. Parameters are: $D_u = 4.7 \cdot 10^{-3}$, $D_v = 0$, $D_w = 0.01$, $\lambda = 5.67$, $\kappa_1 = -1.04$, $\kappa_3 = 1.0$, $\kappa_4 = 3.33$, $\eta = 0.7$, $\theta = 0.01$. The calculation was performed on the rectangular domain $\Omega = [-2, 2] \times [-2, 2]$ with periodic boundary conditions using a pseudo-spectral method with $512 \times 512$ grid points, whereas a Runge-Kutta 4 scheme is employed for the time stepping.

3. ORDER PARAMETER EQUATION

Now let us choose the control parameter $a > 1$ and let the time delay $\tau$ be relative large, that is, only induced drift instability determines the time behavior of the system. The question we are interested is whether it would be possible to understand such an instability in terms of order parameter equation. To answer the question we perform the ansatz

$$q(x, t) = e^{-R(t) \nabla} \left( q_0(x) + w(x, t) \right),$$

where the operator $e^{-R(t) \nabla}$ generates a shift of the soliton located at $x = 0$ to the location $R(t)$ and $w(x, t)$ is the deformation of the solution which is given by the sum of stable modes of the operator $\mathcal{L}'(q_0)$, i.e.,

$$w(x, t) = \sum_j \varphi_j(x) e^{\lambda_j t}.$$  

Our goal is to obtain an evolution equation for the position of the soliton as well as an evolution equation for the change of shape, governed by the function $w(x, t)$. The shape deformation is to
the lowest order proportional to \((R_t - R_{t-\tau})^2\), i.e., \(w = (R_t - R_{t-\tau})^2 \mathcal{X}\) with unknown function \(\mathcal{X}\) and is given by [7]

\[
\frac{\partial w}{\partial t} = \mathcal{L}'(q_0)w + \alpha(w_t - w_{t-\tau}) - \frac{\alpha}{2} \left( (R_t - R_{t-\tau}) \nabla \right)^2 q_0. \tag{8}
\]

As was mentioned above we suppose that all critical modes except for the neutral ones are stable. We look for stationary states of the shape deformation. This yields

\[
\frac{\partial w}{\partial t} = 0, \quad w(x, t) \simeq w(x, t - \tau) \tag{9}
\]

and the unknown function \(\mathcal{X}\) can be found by means of the following equation:

\[
\mathcal{L}'(q_0) \mathcal{X} = \frac{\alpha}{2} \nabla\nabla q_0. \tag{10}
\]

That is, we can calculate the shape deformation by inversion of the linear operator \(\mathcal{L}'(q_0)\).

An equation for the position \(R(t)\) can be obtained by requiring that the shape deformation is orthogonal to the corresponding neutral mode \(\phi_x^0\) of the adjoint operator \(\mathcal{L}'^\dagger(q_0)\) resulting in an equation

\[
\dot{R} = \alpha (R_t - R_{t-\tau}) - \frac{\alpha}{6} \frac{\langle \nabla \phi_x^0 | \nabla \phi_x^0 \rangle}{\langle \phi_x^0 | \phi_x^0 \rangle} (R_t - R_{t-\tau})^2 (R_t - R_{t-\tau}) - \frac{\langle \phi_x^0 | (\nabla w_t - \nabla w_{t-\tau}) \rangle}{\langle \phi_x^0 | \phi_x^0 \rangle} \tag{11}
\]

Because of the assumption on stationary shape deformations (9), the last term disappears and the delayed differential equation for the shift of the localized structure is obtained:

\[
\dot{R} = \alpha (R_t - R_{t-\tau}) - \frac{\alpha}{6} \frac{\langle \nabla \phi_x^0 | \nabla \phi_x^0 \rangle}{\langle \phi_x^0 | \phi_x^0 \rangle} (R_t - R_{t-\tau})^2 (R_t - R_{t-\tau}) \tag{11}
\]

Notice that because of the assumption (9), the delay-induced drift bifurcation of the single DS takes place to the lowest order without change of shape. This makes such an instability behavior different from the classical drift-bifurcation [6].

In order to calculate analytically the velocity \(c\) of the soliton near the bifurcation point \(a = 1\), i.e., for \(a = 1 + \varepsilon\), \(\varepsilon \ll 1\) we make the ansatz \(R_t = x + ct\). Substituting this relation into Eq. (11) we obtain

\[
c = \pm \frac{1}{\tau} \sqrt{\frac{6 \varepsilon}{\beta (1 + \varepsilon)}}, \tag{12}
\]

with the constant factor \(\beta := \langle \nabla \phi_x^0 | \nabla \phi_x^0 \rangle / \langle \phi_x^0 | \phi_x^0 \rangle\). One can see that the velocity is a function of the delay time \(\tau\) as well as the distance to the bifurcation point \(\varepsilon\). In order to compare this prediction with a direct numerical simulation, we first calculate the velocity \(c\) given by Eq. (12) and that of the single DS obtained by a 2D numerical simulation. This is presented in Fig. 3. One can see that the agreement is good even for rather large values of \(a\) and \(\varepsilon\).

4. Conclusion

We have considered the stability of two-dimensional single DS in the three-component reaction-diffusion system. We have shown that the presence of the delayed feedback can change stability properties of the stationary localized structure leading to new complex instabilities which can be controlled by varying only one control parameter, namely by the product of the delay rate and the delay time. In addition, for the case of the motion of DSs we have derived an order parameter equation for the position of the localized structure, and have found the analytical formula for the velocity. Our analytical results are in a good agreement with numerical simulations and can be easily applied to similar instabilities in other systems.
Figure 3. Velocity of a single moving DS by means of Eq. (12) as a function of a) delay time $\tau$ for fixed $a = 1.05$; b) control parameter $a$ for fixed $\tau = 14.0$. The red circles indicate the corresponding velocity obtained by direct numerical simulations. Dashed line indicates the control parameter range where other modes are also unstable.
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