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Abstract. In this survey paper we present the Main Theorems related to the generalized Dhombres equation in the complex domain. We discuss the local as well as the global theory. This includes formal, local analytic, entire and meromorphic solutions.
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**Introduction**

The generalized Dhombrès functional equation in the complex domain is given by

$$f(zf(z)) = \varphi(f(z)), \quad \text{(GDh, } \varphi\text{)}$$

where the function $\varphi$ is known and $f$ is unknown. (GDh, $\varphi$) belongs to the class of iterative functional equations (see [7] for a survey on these equations). The main difficulty in solving such equations comes from the fact that the unknown function $f$ or an expression containing $f$ is substituted into $f$. For a complex variable $z$ and analytic functions $\varphi$ and $f$, this equation was first considered by L. Reich, J. Smítal and M. Štefánková in [14] in the year 2005. The origin of this equation dates back to 1975. As it is indicated in the equation’s name, J. Dhombres was the one who introduced this equation in the year 1975 in [2], and four years later in [3]. In the previous years the generalized Dhombrès equation was also investigated for a real variable. Here we mention P. Kahlig and J. Smítal and we refer the reader to the article [12] and the references given there.

In this survey paper we want to describe, as the title displays, the so called local problem as well as the global problem for a complex variable. Motivated by the classical theory of ordinary differential equations in the complex domain (see [6]) we start by investigating the local problem from which we try to obtain some conclusions for the global problem. For the local problem we mainly use the method of formal power series, but also representations involving infinite products and so on. For the global problem clearly also other arguments are necessary. The remaining part of this introduction is used to give a short overview on both problems.

The local problem is given as follows.

Let $D$ be a region in $\mathbb{C}$, $w_0 \in D$, and let $\varphi: D \to \mathbb{C}$ be holomorphic. Let $z_0 \in \mathbb{C}$. By a local analytic solution of

$$f(zf(z)) = \varphi(f(z)) \quad \text{(GDh, } \varphi\text{)}$$

we mean a function $f$, holomorphic in a neighbourhood $\{z: |z - z_0| < \epsilon(f)\}$ of $z_0$, such that $f(z_0) = w_0$ and such that (GDh, $\varphi$) holds for all $z$ with $|z - z_0| < \epsilon(f)$. $\epsilon(f)$ may depend on the particular solution $f$.

The global problem is described by the following setting.

Let $D$ be a region in $\mathbb{C}$, $w_0 \in D$ and let $\varphi: D \to \mathbb{C}$ be holomorphic. Assume that $G$ is a region in $\mathbb{C}$, $z_0 \in G$. Does there exist a holomorphic function $f: G \to \mathbb{C}$ such that $f(z_0) = w_0$ and such that $f$ fulfills (GDh, $\varphi$) for all $z \in G$? Then we call $f$ a global solution of (GDh, $\varphi$). If $f$ is a global solution the restriction

$$f|_{B_{\epsilon}(z_0)}$$

is a local analytic solution of (GDh, $\varphi$) for every sufficiently small $\epsilon$.

It is difficult to find regions $G$ and functions $\varphi$ for which the global problem has non-constant solutions.

The formal solutions.

We use the following method, which consists in parts of some well sophisticated transformations, to compute formal solutions. Let $f$ be a local analytic solution of (GDh, $\varphi$) with $f(z_0) = w_0$. Then we can write $f(z) = \ldots$
w_0 + g(z), where g is holomorphic at z_0 and g(z_0) = 0. Then \( \varphi \) is given by \( \varphi(y) = \varphi(w_0) + \hat{\varphi}(y - w_0) \), \( \hat{\varphi}(0) = 0 \), \( z = z_0 + \zeta \). Introducing \( h(\zeta) = g(z) \), \( h(0) = 0 \) gives us

\[
(GDh, \varphi) \iff h(z_0w_0 - z_0 + w_0\zeta + z_0h(\zeta) + \zeta h(\zeta)) = \varphi(w_0) - w_0 + \hat{\varphi}(h(\zeta))
\]

in a neighbourhood of 0. We may there consider the Taylor expansions of \( h \) and \( \hat{\varphi} \) at 0. Only if \( z_0w_0 - z_0 = 0 \), we get a relation which makes sense as a relation for formal power series, since then substitution of \( w_0\zeta + z_0h(\zeta) + \zeta h(\zeta) \) into \( h \) is defined. We have \( \varphi(w_0) = w_0 \) and

\[
0 = z_0w_0 - z_0 \iff z_0 = 0, w_0 \in \mathbb{C} \text{ or } z_0 \in \mathbb{C} \setminus \{0\}, w_0 = 1.
\]

Also the situations \( f(\infty) = \infty \) and \( f(\infty) = w_0 \in \mathbb{C} \setminus \{0\} \) are accessible to formal power series methods, see [25].

Transformations of \((GDh, \varphi)\) in the case \( f(0) = w_0 \in \mathbb{C} \).

Necessary conditions for the existence of non-constant analytic solutions are:

1. If \( f(0) = 0, f \neq 0 \), then there exists a \( k \in \mathbb{N} \), \( c_k \in \mathbb{C} \setminus \{0\} \) such that

\[
f(z) = c_kz^k + \ldots
\]

and as consequence of \((GDh, \varphi)\)

\[
\varphi(y) = y^{k+1} + d_{k+1}y^{k+2} + \ldots
\]

in a neighbourhood of 0. This was the first transformation of such a type. It was introduced in [14].

2. If \( f(0) = w_0 \in \mathbb{C} \setminus \{0\}, f \neq w_0 \), then there exists a \( k \in \mathbb{N} \), \( g \) holomorphic at 0, such that \( f(z) = w_0 + g(z) \), \( \text{ord } g = k \) and

\[
\hat{\varphi}(y) \equiv w_0^ky \pmod{y^2}, \varphi(w_0) = w_0
\]

\[
(GDh, \varphi) \iff g(z(w_0 + g(z)) = \hat{\varphi}(g(z)).
\]

This was published in [16].

Later on transformations for the cases where \( f(z_0) = 1 \) for \( z_0 \neq 0 \) and for solutions \( f \) of \((GDh, \varphi)\) in a neighbourhood of infinity were used. They are given in [22] and in [25] for the "infinity" situation.

At the end of this introduction we want to give a short description of the definitions which are used in this article. By \( \mathbb{C} \) we denote the set of the complex roots of one, \( \mathbb{C}[z] = \{F: F(z) = \beta_0 + \beta_1z + \beta_2z^2 + \ldots\} \) with usual addition, multiplication and substitution is the ring of formal power series. The order of a non trivial series \( F \in \mathbb{C}[z] \) is defined by

\[
\text{ord } F := \min\{\nu \in \mathbb{N}: \beta_\nu \neq 0\}
\]

and one sets \( \infty \) for the order of the trivial series. The group \( \Gamma_1 \) together with substitution is defined by \( \Gamma_1 = \{F: F \in \mathbb{C}[z] \text{ and } F(z) \equiv z \pmod{z^2}\} \) and it is a subgroup of \( \Gamma = \{F: F \in \mathbb{C}[z] \text{ and } F(z) = az + \ldots\} \).

For a systematic introduction of formal power series see [1] or [5].

1. Formal and local analytic solutions

In this section we discuss the local problem. For all known initial values of a solution \( f \) of \((GDh, \varphi)\) we present formal but also local analytic results.
1.1. $f(0) = 0$. The Böttcher case

The results of this section concerning the generalized Dhombres equation can be found in [14], in [11] the theory on Böttcher functional equations is provided. We start with an existence theorem. One of the most beautiful outcomes in the whole theory is the existence of a so called generator function $\tilde{g}_0$, which allows us in many cases to write all solutions of $(\text{GDh}, \varphi)$ in a convenient way, as we will see in the first theorem. Let us also mention here, that various generators will accompany us through this article. For all solvable equations $(\text{GDh}, \varphi)$ there exists a set of solutions of the form

$$\{\tilde{g}_0(c_kz^k) : c_k \in \mathbb{C}\},$$

where $\tilde{g}_0 \neq 0$,

but in some cases (Theorem 1.20) the set of all solutions is strictly larger. Nevertheless, also in this situation the description of the general solution is based on the subset of solutions given by a "subgenerator" $\tilde{g}_0$.

**Theorem 1.1** (Existence and structure theorem, formal part). Let $\varphi(y) \in \mathbb{C}[y]$, $f(z) \in \mathbb{C}[z]$, ord $f = k \geq 1$, then the following holds.

1. The generalized Dhombres equation

$$f(zf(z)) = \varphi(f(z))$$

$(\text{GDh}, \varphi)$

has a non constant solution $f \in \mathbb{C}[z]$ if and only if

$$\varphi(y) = y^{k+1} + d_k+2y^{k+2} + \ldots$$

(1)

holds.

2. If $\varphi(y)$ has the form (1) (for a $k \in \mathbb{N}$), then the set $L_\varphi$ of all formal solutions of $(\text{GDh}, \varphi)$ with $f(0) = 0$ can be described as follows:

There exists a $\tilde{g}_0 \in \mathbb{C}[y]$, $\tilde{g}_0(y) = y + \ldots$, uniquely determined by $\varphi$, such that

$$L_\varphi = \{f : f \in \mathbb{C}[z], f(z) = \tilde{g}_0(c_kz^k), c_k \in \mathbb{C}\}.$$  

(2)

$\tilde{g}_0$ is called the generator of $(\text{GDh}, \varphi)$.

3. If $\tilde{g}_0$ is the generator of $(\text{GDh}, \varphi)$, then

$$\varphi(y) = \tilde{g}_0(y^{k}\tilde{g}_0^{-1}(y)).$$

(3)

and $h_0 = \tilde{g}_0^{-1}$ is the unique solution of

$$\begin{cases}
y^kh_0(y) = h_0(\varphi(y)) \\
h_0(y) = y + \ldots
\end{cases}$$

(4)

Naturally after the complete description of formal solutions, we are interested in local analytic ones. The following theorem is devoted to this topic.

**Theorem 1.2** (Local analytic solutions). Let $\varphi(y) \in \mathbb{C}[y]$, $f(z) \in \mathbb{C}[z]$, ord $f = k \geq 1$ and assume that $\varphi(y) = y^{k+1} + d_k+2y^{k+2} + \ldots$ is holomorphic at $y = 0$. Then the following holds true.

1. All series $f$ of the set (2) are convergent, hence yield local analytic solutions of $(\text{GDh}, \varphi)$.

2. In particular, the generator $\tilde{g}_0$ of $(\text{GDh}, \varphi)$ is convergent. If $(\text{GDh}, \varphi)$ has one non-constant local analytic solution $f$ with $f(0) = 0$, then all such formal solutions are convergent. (Clearly (3) and (4) hold for local analytic functions).
Sketch of the proof of Theorem 1.1 and Theorem 1.2. Let \( \varphi \) be given by \( \varphi(y) = y^{k+1} + d_{k+2}y^{k+2} + \ldots \) \((k \geq 1)\). Then there exists exactly one function \( B_\varphi \), \( B_\varphi(y) = y + \ldots \) such that

\[
\varphi(y) = B_\varphi^{-1}(B_\varphi(y))^{k+1},
\]

the function \( B_\varphi \) is called Böttcher function of \( \varphi \). We define \( g := B_\varphi \circ f \) \((\text{ord } g = k)\). By (5) and (GDh,\varphi) we obtain

\[
(\text{GDh,} \varphi) \iff g(zB_\varphi^{-1}(g(z))) = g(z)^{k+1}.
\]

Write, without loss of generality \( g(z) = T(z)^k \), \( \text{ord } T = 1 \), \( U := T^{-1} \), then

\[
(\text{GDh,} \varphi) \iff \begin{cases} \quad B_\varphi^{-1}(z^k)U(z) = U(z^{k+1}) \\ & \text{ord } U = 1. \end{cases}
\]

(6) is a linear functional equation for \( U \), but also a generalized Böttcher equation. (From the theory of Böttcher functional equations it follows, that for \( u \in \mathbb{C} \setminus \{0\} \) there exists a unique solution \( U(u) = uz + \ldots \). If \( \varphi \) is convergent, then each \( U \) is also convergent.) In order to get the structure of the set of solutions \( \mathcal{L}_\varphi \) we proceed as follows. We write \( U(z) = uzV(z), \)

\[
V(z) = 1 + \ldots, u \neq 0. \quad \text{Then}
\]

\[
(\text{GDh,} \varphi) \iff \frac{B_\varphi^{-1}(z^k)}{z^k}V(z) = V(z^{k+1}).
\]

We note that \( \frac{B_\varphi^{-1}(z^k)}{z^k} = 1 + \ldots \in \mathbb{C}[z^k] \). Now we take the formal logarithm \( \ln \) on both sides of (7), \( \ln \frac{B_\varphi^{-1}(z^k)}{z^k} =: \tilde{C}(z^k), \ln V =: X \) \((\text{ord } X \geq 1, \text{ord } \tilde{C} \geq 1)\). Hence we obtain

\[
\tilde{C}(z^k) + X(z) = X(z^{k+1}).
\]

Since the homogeneous equation to (8) has only the solution 0, the substitution \( z \to \exp \frac{\pi i}{k+1}z \) shows that \( X(\exp \frac{\pi i}{k+1}z) = X(z) \), hence \( X(z) = \tilde{X}(z^{k+1}) \) for a series \( \tilde{X} \), \( \text{ord } \tilde{X} \geq 1 \). Therefore we have

\[
(\text{GDh,} \varphi) \iff \tilde{C}(y) + \tilde{X}(y) = \tilde{X}(y^{k+1}).
\]

Equation (9) has the unique solution

\[
\tilde{X}(y) = -\sum_{\nu=0}^{\infty} \tilde{C}(y^{k+1})^{\nu}.
\]

This converges, in the case of formal solutions, in the order topology (the convergence is very fast). If \( \varphi \) is convergent, then (10) converges uniformly in each compact subset of a certain neighbourhood of 0, and hence (10) is analytic. By transforming back we get

\[
X(z) = -\sum_{\nu=0}^{\infty} \tilde{C}(z^{k+1})^{\nu}
\]

and

\[
V(z) = \exp \left( -\sum_{\nu=0}^{\infty} \tilde{C}(z^{k+1})^{\nu} \right).
\]

Furthermore we obtain

\[
U(z) = uz \exp \left( -\sum_{\nu=0}^{\infty} \tilde{C}(z^{k+1})^{\nu} \right), \quad u \in \mathbb{C} \setminus \{0\},
\]
where \( zV(z) \in \mathbb{C}[z^k] \), which does not depend on \( u \). We write \( U(z) = u\tilde{U}(z) = (L_u \circ \tilde{U})(z) \), where \( \tilde{U} \) does not depend on \( u \) and \( \tilde{U}(z) \in \mathbb{C}[\{z^k\}] \cap \Gamma_1 \). One can show that

\[
T(z) = U^{-1}(z) = \tilde{U}^{-1}(L_{u^{-1}})(z) \in \frac{z}{u} \mathbb{C}\left[\left(\frac{z}{u}\right)^k\right],
\]

hence \( T(z)^k = g(z) \in \mathbb{C}[z^k] \), and \( g(z) = \tilde{g}_0 \left(\left(\frac{z}{u}\right)^k\right) \). With \( f = B_{\varphi}^{-1} \circ g \), \( \frac{1}{\varphi} := c_k \) we get the representation \( f(z) = \tilde{g}_0(c_k z^k) \), \( c_k \in \mathbb{C} \). where \( \tilde{g}_0(y) = y + \ldots \) is the same for all \( c_k \in \mathbb{C} \setminus \{0\} \).

**Remark 1.3** (to Theorem 1.1 and Theorem 1.2). Under the hypothesis of these theorems we have:

To each \( c_k \in \mathbb{C} \) there exists exactly one formal (resp. local analytic) solution \( f \) with

\[ f(z) = c_k z^k + \ldots (= \tilde{g}_0(c_k z^k)). \]

1.1.1. The converse problem

Let \( f \) with \( f(0) = 0 \), \( \text{ord } f = k \in \mathbb{N} \) be given. When is this \( f \) a formal (resp. local analytic) solution of an equation \((GDh, \varphi)\)? The answer gives the following theorem.

**Theorem 1.4.** Let \( f_0 \in \mathbb{C}\{z\} \), \( \text{ord } f_0 = k \in \mathbb{N} \). Then the following holds true.

1. There exists \( \varphi \in \mathbb{C}[y] \) such that \( f_0(z) = g(z^k) \).

2. \( \varphi \) is uniquely determined by \( f_0 \), and the generator of \((GDh, \varphi)\) is given by writing

\[
f_0(z) = \tilde{g}_0(c_k^{(0)} z^k)
\]

if \( f_0(z) = c_k^{(0)} z^k + \ldots , c_k^{(0)} \neq 0 \).

Remember equation (3), namely \( \varphi(y) = \tilde{g}_0(y^k \tilde{g}_0^{-1}(y)) \).

\( \varphi \) and \( \tilde{g}_0 \) are convergent if and only if \( f_0 \), satisfying (12), is convergent.

The solution of the converse problem for local analytic \( f \) leads to the important

**Remark 1.5.** Let \( \tilde{g}_0 \) be a series with \( \tilde{g}_0(y) = y + \ldots \), which has a radius of convergence \( \rho(\tilde{g}_0) \) satisfying

\[ 0 < \rho(\tilde{g}_0) < +\infty. \]

Take \( \varphi(y) = \tilde{g}_0(y^k \tilde{g}_0^{-1}(y)) \) which is holomorphic at 0 and consider \((GDh, \varphi)\) with the generator \( \tilde{g}_0 \). Then

\[
\lim_{|c_k| \to \infty} \rho(\tilde{g}_0(c_k z^k)) = 0,
\]

hence the local analytic solutions of \((GDh, \varphi)\) do not have a common neighbourhood of 0 where they are defined and satisfy \((GDh, \varphi)\).

1.1.2. \((GDh, \varphi)\) and Briot-Bouquet differential equations and iteration groups

In [14] also the connection between the generalized Dhombres equation and Briot-Bouquet differential equations as well as iteration groups was established. The following results deal with the set of solutions of the respective connections. We start by introducing Briot-Bouquet differential equations, as a reference we mention [6].
A Briot-Bouquet differential equation is a differential equation of the form

\[
\begin{aligned}
\frac{z}{d} \frac{w}{dz} &= F(z, w(z)) \\
w(0) &= 0
\end{aligned}
\]

where \(F\) is holomorphic at \((0,0)\), \(F(0,0) = 0\). Let \(k \geq 1\) and \(\varphi(y) = y^{k+1} + d_k y^{k+2} + \ldots\) holomorphic at 0. Then we have the following characterization of the connection between generalized Dhomberges equations and Briot-Bouquet differential equations.

**Theorem 1.6.** The set of all local analytic solutions \(L_\varphi\) of \((GDh, \varphi)\) (with the \(\varphi\) given above) is the set of all local analytic solutions \(w\) with \(w(0) = 0\) of the Briot-Bouquet differential equation

\[
\frac{z}{d} \frac{w}{dz} = k N_0(w(z))
\]

where \(N_0(y) = \tilde{g}_0^{-1}(y) \cdot \tilde{g}_0'(\tilde{g}_0^{-1}(y))\)

(13)

The theory of Briot-Bouquet differential equations gives a converse result to Theorem 1.6.

**Theorem 1.7.** Let \(N_0(y) = y + \ldots\) be holomorphic at \(y = 0\), \(k \in \mathbb{N}\). Then there exists a unique convergent series \(\varphi(y) = y^{k+1} + d_k y^{k+2} + \ldots\) such that the set \(L_\varphi\) of all local analytic solutions \(f, f(0) = 0\) of \((GDh, \varphi)\) is the same as the set of local analytic solutions \(w\) of

\[
\frac{z}{d} \frac{w}{dz} = k N_0(w(z)) \quad \text{with } w(0) = 0.
\]

The generator \(\tilde{g}_0\) of this \((GDh, \varphi)\) is the unique solution of

(14)

By a local change of coordinates it is possible to transform (14) to an Aczél-Jabotinsky differential equation. Therefore let \(\tilde{g}_0\) with \(\tilde{g}_0(y) = y + \ldots\) be given by (14). Then

\[
N_0(z) \cdot \phi'(z) = N_0(\phi(z)), \quad \phi(0) = 0, \quad \phi \neq 0
\]

(15)

(Conversely, if \(\Psi\) with \(\Psi(0) = 0, \Psi \neq 0\) fulfills (14), then \(\phi := \Psi \circ \tilde{g}_0^{-1}\) satisfies (15).) Equation (15) is an Aczél-Jabotinsky differential equation, for the theory of this type of differential equations we refer the reader to [9] and [10]. It is well known: The set of all local analytic solutions \(\phi\) with \(\phi(0) = 0, \phi \neq 0\) of (15) forms an analytic iteration group of type I, i.e. they form a solution \((F(t, z))_{t \in \mathbb{C}}\) with

\[
F(t, z) = e^t z + \sum_{\nu \geq 2} P_\nu(e^t) z^\nu \quad (t \in \mathbb{C})
\]

of the translation equation

\[
F(t, F(s, z)) = F(t + s, z) \quad (t, s \in \mathbb{C})
\]

which is valid in a neighbourhood of \(z = 0\) (depending on \((t, s))\), the \(P_\nu, \nu \geq 2\) are universal polynomials. \(N_0\) is the "infinitesimal generator" of \((F(t, z))_{t \in \mathbb{C}}\); \(N_0(z) = \frac{\partial}{\partial t} F(t, z)|_{t=0}\). This connection gives
Theorem 1.8. Let \( \varphi(y) = y^{k+1} + d_{k+2} y^{k+2} + \ldots \) be holomorphic at \( y = 0 \), \( k \geq 1 \). Then the following holds:

There exists a unique analytic iteration group \((F(t,z))_{t \in C}\), \( F(t,z) = e^t z + \ldots \), such that the set of all non-zero local analytic solutions of \((\text{GDh}, \varphi)\), \( \mathcal{L}_\varphi \setminus \{0\} \), is given by the series

\[
f^*(t,z) = F(t, \tilde{g}_0(z^k)) \quad (t \in C)
\]

where \( \tilde{g}_0 \) is the generator of \((\text{GDh}, \varphi)\). The infinitesimal generator of \((F(t,z))_{t \in C}\) is given by

\[
N_0(y) = \tilde{g}_0^{-1}(y) \cdot \tilde{g}_0'(\tilde{g}_0^{-1}(y)).
\]

\((F(t,z))_{t \in C}\) is, in its standard form,

\[
F(t,z) = \tilde{g}_0(e^t \tilde{g}_0^{-1}(z)).
\]

We also have a converse result for iteration groups, namely Theorem 1.9. Let \( k \geq 1 \) and let \( F(t,z) = e^t z + \ldots \) \((t \in C)\) be an analytic iteration group of type I with convergent infinitesimal generator \( N_0(y) = \frac{\partial}{\partial t} F(t,y)|_{t=0} \). Then there exists a unique \((\text{GDh}, \varphi)\) such that the set of non-zero local analytic solutions \( \mathcal{L}_\varphi \setminus \{0\} \) can be written as

\[
f^*(t,z) = F(t, \tilde{g}_0(z^k)) \quad (t \in C).
\]

The generator \( \tilde{g}_0 \) of \((\text{GDh}, \varphi)\) is given by the standard form \( \tilde{g}_0(e^t \tilde{g}_0^{-1}(z)), (t \in C)\) of \((F(t,z))_{t \in C}\).

Remark 1.10. \( \mathcal{L}_\varphi \setminus \{0\} \) is an abelian group under the operation \( * \), defined by

\[
(f_t^* \ast f_s^*)(z) = f_t^*((f_s^{-1}(f_s^*(z)))^s) \quad (t,s \in C).
\]

\((f_t^*)_{t \in C}\) satisfy a modified translation equation (see (16)).

1.1.3. Representations of the solutions involving infinite products

This section is devoted to solutions of the generalized Dhombres equation which can be represented by means of infinite products. We use the series

\[
\tilde{X}(y) = -\sum_{\nu=0}^{\infty} \tilde{C}(y^{(k+1)^\nu})
\]

which was derived in the proof of Theorem 1.1 and Theorem 1.2, to obtain the following theorem.

Theorem 1.11. Let \( \varphi(y) = y^{k+1} + d_{k+2} y^{k+2} + \ldots \) be holomorphic at \( y = 0 \), \( k \geq 1 \) (resp. formal).

1. Then the general solution \( f \in \mathcal{L}_\varphi \setminus \{0\} \) of \((\text{GDh}, \varphi)\) is given by

\[
f(z) = B_\varphi^{-1} \left( \left[ uz \prod_{\nu=0}^{\infty} \frac{z^{k(k+1)^\nu}}{B_\varphi^{-1}(z^{k(k+1)^\nu})} \right]^{[-1]} \right)^k
\]

where \( u \in C \setminus \{0\} \) and \([-1]^{[-1]} \) denotes the substitutal inverse. These products converge in the order topology (if formal solutions are considered) or uniformly in each compact subset of a certain neighbourhood of 0.

2. Define \( \psi \) by \( \psi(z)^k = \varphi(z^k), \psi(z) = z^{k+1} + \ldots \), then the general solution in \( \mathcal{L}_\varphi \setminus \{0\} \) is

\[
f(z) = \left( \left[ uz \prod_{\nu=0}^{\infty} \psi^\nu(z)^{[\psi^\nu(z)(k+1)]} \right]^{[-1]} \right)^k
\]

where \( u \in C \setminus \{0\} \) and \( \psi^\nu \) is the \( \nu \)-th iterate of \( \psi \).
1.1.4. *Comparison of two* (GDH, $\varphi$)

Let $k \geq 1$ and $\varphi_j(y) = y^{k+1} + d_{k+2}y^{k+2} + \ldots$, $j = 1, 2$, $B_{\varphi_1}, B_{\varphi_2}$ the Böttcher functions of $\varphi_1$ and $\varphi_2$. Denote by $U_j(u, z)$ the solution $U_j(u, z) = uz + \ldots$ of

$$
\begin{cases}
B_{\varphi}^{-1}(z^k)U(z) = U(z^{k+1}) \\
\text{ord } U = 1
\end{cases}
$$

(6)

for $\varphi = \varphi_j$, $j = 1, 2$. Then

$$
B_{\varphi_1}^{-1}\left(\left(U_1(u, z)[0-1]\right)^k\right) \overset{\tau}{\rightarrow} B_{\varphi_2}^{-1}\left(\prod_{\nu=k}^\infty B_{\varphi_1}^{-1}(\nu z)U_1(u, z)[0-1]\right) (u \in \mathbb{C} \setminus \{0\})
$$

is a bijection from the set $\mathcal{L}_{\varphi_1} \setminus \{0\}$ to the set $\mathcal{L}_{\varphi_2} \setminus \{0\}$. Taking $\varphi_1(y) = y^{k+1}$, $U_1(u, z) = uz$ we obtain Theorem 1.11 (1).

1.2. $f(0) = w_0$, $w_0 \neq 0$, $w_0 \not\in \mathbb{E}$. **The Schröder case**

The Schröder case is described in [16], almost all results presented in this section are taken from there. For the definition of a Siegel number the reader may consult [21].

Let us start with some transformations. From these transformations in this situation we have the necessary conditions:

If $f(z) = w_0 + g(z)$, $g(0) = 0$, ord $g = k \geq 1$, is a solution of (GDH, $\varphi$), then we have $\varphi(w_0) = w_0$,

$$
\hat{\varphi}(y) = w_0^k y + \ldots
$$

(17)

with $\varphi(y) = w_0 + \hat{\varphi}(y - w_0)$, and

$$
g(z(w_0 + g(z))) = \hat{\varphi}(g(z))
$$

(18)

formally or in a neighbourhood of $z = 0$.

**Remark 1.12.** If $w_0 \not\in \mathbb{E}$, then $k$ is uniquely determined from (17), furthermore

$$
w_0 \not\in \mathbb{E} \Leftrightarrow \omega_0 := w_0^k \not\in \mathbb{E}.
$$

The following theorem is well-known, that is why this section is called the Schröder case.

**Theorem 1.13.** Let $w_0 \in \mathbb{C} \setminus \mathbb{E}$, $\hat{\varphi}(y) = w_0^k y + \ldots$. Then there exists exactly one $S_{\hat{\varphi}}$, $S_{\hat{\varphi}}(z) = z + \ldots \in \Gamma_1$ such that

$$
\hat{\varphi}(y) = S_{\hat{\varphi}}^{-1}(w_0^k S_{\hat{\varphi}}(y)).
$$

(19)

$S_{\hat{\varphi}}$ is the Schröder function of $\hat{\varphi}$. If $\hat{\varphi}$ is local analytic, $|w_0^k| \neq 1$ or $w_0^k$ is a Siegel number, then $S_{\hat{\varphi}}$ is convergent.

If we define $h := S_{\hat{\varphi}} \circ g$, then

$$
(GD_{h, \varphi}) \Leftrightarrow \begin{cases}
h(z(w_0 + S_{\hat{\varphi}}^{-1}(h(z)))) = w_0^k h(z) \\
\text{ord } h = k.
\end{cases}
$$

(20)

We have the following theorem which deals with formal solutions. Again a generator, which makes it possible to represent all solutions in a reasonable form, plays an important role.

**Theorem 1.14** (Formal part). Let $w_0 \in \mathbb{C}$, $w_0 \neq 0$, $w_0 \not\in \mathbb{E}$. Assume $\hat{\varphi}(y) = w_0^k y + \ldots$ (with $k \in \mathbb{N}$), $\varphi(w_0) = w_0$. Then the following holds true.
(1) The set $L_\varphi$ of all formal solutions $f$, $f(z) = w_0 + g(z)$, ord $g = k$, of $(GD_h,\varphi)$ can be described as follows: There exists $\tilde{g}_0$, $\tilde{g}_0(y) = y + \ldots$, uniquely determined by $\varphi(\tilde{\varphi})$ such that

$$L_\varphi = \{w_0 + \tilde{g}_0(c_k z^k) : c_k \in \mathbb{C}\},$$

where $\tilde{g}_0$ is the generator of $(GD_h,\varphi)$. To each $c_k \in \mathbb{C}$ there exists a unique solution $f$ of $(GD_h,\varphi)$ with $f(z) = w_0 + c_k z^k + \ldots$.

(2) The generator $\tilde{g}_0$ of $(GD_h,\varphi)$ is given as unique solution $\tilde{g}_0$ with $\tilde{g}_0(y) = y + \ldots$ of the functional equation

$$w_0 + y)^k \tilde{g}_0^{-1}(y) = \tilde{g}_0^{-1}(y).$$

We have

$$\tilde{\varphi}(y) = \tilde{g}_0((w_0 + y)^k \tilde{g}_0^{-1}(y)).$$

The interested reader may compare this with (3) and (4), which are the settings in the Böttcher case. For local analytic solutions we obtain the following theorem.

**Theorem 1.15** (Local analytic solutions). Let $w_0 \in \mathbb{C}$, $w_0 \neq 0$, $w_0 \neq \mathbb{E}$. Assume $\tilde{\varphi}(y) = w_0^k y + \ldots$ (with $k \in \mathbb{N}$), $\varphi(w_0) = w_0$ and $\tilde{\varphi}$ convergent.

If $|w_0| \neq 1$ or $w_0$ is a Siegel number, then all formal solutions of $L_\varphi = \{w_0 + \tilde{g}_0(c_k z^k) : c_k \in \mathbb{C}\}$ are convergent and yield local analytic solutions of $(GD_h,\varphi)$. In particular, $\tilde{g}_0$ is convergent.

**Remark 1.16.** If $1 < |w_0| < 1$, then there exist representations of the solutions involving infinite products. From (20) we come to the equation

$$\ln(1 + w_0^{-1} S_{\tilde{\varphi}}(y)) + \tilde{X}(y) = \tilde{X}(w_0 y) \quad (\text{ord } \tilde{X} \geq 1)$$

where $S_{\tilde{\varphi}}$ is the Schröder function of $\tilde{\varphi}$.

If "iteration" of this linear equation is possible, we get with $\tilde{C}(y) = \ln(1 + w_0^{-1} S_{\tilde{\varphi}}(y))$

$$\tilde{X}(y) = -\sum_{\nu=0}^{\infty} \tilde{C}(w_0^\nu y).$$

The meaning of (23) is the following.

If $1 < |w_0| < 1$, then in the formal case the right hand side of (23) converges in the weak topology in $\mathbb{C}[y]$ (coefficientwise), but not with respect to order; and if $\tilde{\varphi}$ is local analytic at 0, then the right hand side converges uniformly in each compact subset of a certain neighbourhood of 0. (23) leads to infinite products meaningful in the respective topologies. The product representations can be found in [18], for a description of the weak topology we refer the reader to [26].

1.3. $f(0) = w_0 = 1$

This situation is investigated in [24]. Let $w_0 = 1$, then the function $\tilde{\varphi}$ is given by $\tilde{\varphi}(y) = 1^k y + \ldots = y + d_2 y^2 + \ldots$. We have the following theorem.

**Theorem 1.17** $(w_0 = 1)$.

(1) $(GD_h,\varphi)$ has a non-constant formal solution $f$ with $f(0) = 1$, $f(z) = 1 + g(z)$, ord $g = k \in \mathbb{N}$ if and only if

$$\tilde{\varphi}(y) \equiv y + ky^2 \pmod{y^3}.$$

Hence $k$ is uniquely determined by $\varphi$.

(2) If $\tilde{\varphi}$ has the form (24) with $k \in \mathbb{N}$, then there exists a unique $\tilde{g}_0$, $\tilde{g}_0(y) = y + \ldots$ such that

$$L_\varphi = \{1 + \tilde{g}_0(c_k z^k) : c_k \in \mathbb{C}\}.$$
The existence of convergent (local analytic) solutions is open, nevertheless [24] contains one example of a convergent solution. Furthermore a partial answer to this is the following. There is a connection with covariant embeddings of a linear functional equation with respect to an iteration group, see [4] which is useful to prove this theorem, namely we can apply the following idea.

Proving Theorem 1.17 we use the functional equation

\[
\frac{1}{k} \ln \frac{y}{\tilde{\phi}(y)} + \ln(1 + y) + \tilde{X}(y) = \tilde{X}(\tilde{\phi}(y))
\]

with \( \text{ord } \tilde{X} \geq 1 \). Then we define

\[
\hat{C}(y) := \frac{1}{k} \ln \frac{y}{\tilde{\phi}(y)} + \ln(1 + y).
\]

Let \((\phi_t(y))_{t \in \mathbb{C}}\) be the unique embedding of \( \tilde{\phi} \) into an analytic iteration group. Then there exists a unique \( \Delta(t, y) \in \mathbb{C}[y] \) with polynomials in \( t \) as coefficients such that

\[
\begin{cases}
\Delta(t, y) + \tilde{X}(\phi_t(y)) = \tilde{X}(\phi_t(y)) & \text{for all } t \in \mathbb{C} \\
\Delta(1, y) = \hat{C}(y), \Delta(0, y) = 0.
\end{cases}
\]

This system of equations yields a so-called covariant embedding of the linear functional equation for \( \tilde{X} \) (mentioned above) with respect to the analytic iteration group \((\phi_t(y))_{t \in \mathbb{C}}\). Let \( H(y) \) be the infinitesimal generator of \((\phi_t(y))_{t \in \mathbb{C}}\) and define

\[
\frac{\partial}{\partial t} \Delta(t, y) \bigg|_{t=0} =: K(y).
\]

Then

\[
\tilde{X}(y) = \int_0^y K(y) \frac{d y}{H(y)}.
\]

Hence we have that \( \tilde{g}_0 \) is convergent, if \( K \) and \( H \) are convergent, \( K \) and \( H \) are given by \( \varphi \).

1.4. \( f(0) = w_0 \in \mathbb{E}, \text{ord } w_0 \text{ divides } k \)

This special case of the initial values of the generalized Dhombres equation is investigated in [22]. We see that we get a condition for the second coefficient of the function \( \tilde{\varphi} \).

Let us assume that \( \text{ord } w_0 = l \geq 2 \). We define \( \omega_0 := w_0^k \), then

\[
\text{ord } \omega_0 = \frac{l}{\gcd(k, l)} =: l_0.
\]

If \( \omega_0 \) is given, then \( k \) is determined modulo \( l \), \( \gcd(k, l) \) does only depend on the residue class \( k \pmod{l} \). For the following theorem we assume that \( \text{ord } w_0 = l \geq 2, w_0^k = 1 \) or \( w_0 = 1 \). This is equivalent to \( k \equiv 0 \pmod{l} \), \( k \in \mathbb{N} \). Then the theorem states as follows.

**Theorem 1.18.** Assume \( \text{ord } w_0 \geq 2, w_0^k = 1 \ (k \in \mathbb{N}), \tilde{\varphi}(y) = y + \ldots \)

1. \( (\text{GDh}, \varphi) \) has a non-constant formal solution \( f \) with \( f(0) = w_0, f(z) = w_0 + g(z), \text{ord } g = k \in \mathbb{N} \) if and only if

\[
\tilde{\varphi}(y) \equiv y + w_0^{-1}ky^2 \pmod{y^3}. \tag{25}
\]

2. If \( \tilde{\varphi} \) has the form (25) with \( k \in \mathbb{N} \), then there exists a unique \( \tilde{g}_0, \tilde{g}_0(y) = y + \ldots \) such that

\[
\mathcal{L}_\varphi = \{ w_0 + \tilde{g}_0(c_k z^k) : c_k \in \mathbb{C} \}.
\]

3. \( k \) is uniquely determined by \( \varphi \).
1.5. \( f(0) = w_0 \in \mathbb{E} \). The general case

The general case is described in [22] and [23]. There we can find a complete characterization of the generalized Dhombres equations where the solutions take a root of one as value in 0. In this situation we have to distinguish the cases where \( \tilde{\varphi} \) is linearizable and where it is not. For a linearizable \( \tilde{\varphi} \) again the Schröder equation is used, otherwise if \( \tilde{\varphi} \) is not linearizable semicanonical forms are needed, they are described in the following theorem.

But before we consider this theorem, we want to specialize the setting of this section.

Let \( \text{ord } w_0 = l \geq 2 \). We define \( \omega_0 := w_0^k \), then again \( \text{ord } \omega_0 = \frac{l}{\text{gcd}(k,l)} =: l_0 \). Let \( \tilde{\varphi}(y) = \omega_0 y + \ldots \in \mathbb{C}[y] \cap \Gamma \) and let \( l_0 \geq 2 \). Then the following theorem on semicanonical forms holds true, for higher dimensions the reader may consult [20].

**Theorem 1.19.** Let \( \tilde{\varphi} \) be given by \( \tilde{\varphi}(y) = \omega_0 y + \ldots \in \mathbb{C}[y] \cap \Gamma \), \( \text{ord } \omega_0 = l_0 \geq 2 \).

1. Then there exists a unique \( R \in \Gamma_1 \), \( R(z) = y + \ldots \) such that

\[
R^{-1}(y) = y + \sum_{\nu \not\equiv 1 \pmod{k}} \rho_{\nu}y^\nu
\]

and

\[
N(y) = (R \circ \tilde{\varphi} \circ R^{-1})(y) = yC[y] \cap \Gamma,
\]

that is \( N(y) = \omega_0 y + \delta_{l_0+1}y^{l_0+1} + \ldots \), the semicanonical from of \( \tilde{\varphi} \).

2. If \( N(y) = \omega_0 y \), then \( \tilde{\varphi} \) is linearizable, and each semicanonical form of \( \tilde{\varphi} \) is linear.

3. If \( N(y) \neq \omega_0 y \), then there exists \( \nu_0 \in \mathbb{N} \) such that

\[
N(y) = \omega_0 y + \delta_{\nu_0 l_0+1}y^{\nu_0 l_0+1} + \ldots
\]

where \( \delta_{\nu_0 l_0+1} \neq 0, \nu_0 \) is the same for all semicanonial forms of \( \tilde{\varphi} \).

1.5.1. \( \tilde{\varphi} \) is linearizable

We start with the linearizable situation, hence let \( \tilde{\varphi} \) be linearizable. Then according to Theorem 1.19 we have

\[
\tilde{\varphi}(y) = R^{-1}(\omega_0 R(y))
\]

where

\[
R^{-1}(y) = y + \sum_{\nu \not\equiv 1 \pmod{k}} \rho_{\nu}y^\nu \quad (\rho_{\mu l_0+1} = 0, \mu \geq 1).
\]

The formal solutions of the situation where \( \tilde{\varphi} \) is linearizable are given by the following theorem.

**Theorem 1.20** (Formal part). Let \( \text{ord } w_0 = l \geq 2 \), \( \omega_0 := w_0^k \) and \( \text{ord } \omega_0 = \frac{l}{\text{gcd}(k,l)} =: l_0 \geq 2 \) and let \( \tilde{\varphi} \) be linearizable. Then the following holds true:

1. If \( (\text{GDh}, \varphi) \) has a non-constant formal solution \( f \) with \( f(0) = w_0 \), \( f(z) = w_0 + g(z) \), \( \text{ord } g(z) = k^* \), for one \( k^* \) in the residue class \( k \pmod{l} \), then it has such a solution for all members of this residue class.

2. There exists a family of polynomials \( (\rho_{\mu l_0})_{\mu \geq 1} \), uniquely determined by \( l_0 \), with the following property:

\( (\text{GDh}, \varphi) \) has a non constant formal solution \( f \), \( f(0) = w_0 \), \( f(z) = w_0 + g(z) \), \( \text{ord } g(z) = k \pmod{l} \) if and only if

\[
\rho_{\mu l_0} = Q_{\mu l_0}(\rho_2, \ldots, \rho_{l_0+2}, \ldots, \rho_{l_0-1}), \quad \mu \geq 1. \tag{26}
\]

3. If the system (26) is satisfied, then the general solution of \( (\text{GDh}, \varphi) \) with \( \tilde{\varphi}(y) = R^{-1}(\omega_0 R(y)) \) can be described as follows:
Let \( \tilde{X}_0 \) be the unique solution with \( \text{ord} \tilde{X}_0 \geq 1 \) of

\[
\begin{cases}
\ln(1 + w_0^{-1}R^{-1}(y)) + \tilde{X}_0(y) = \tilde{X}_0(\omega_0y), \\
\tilde{X}_0(y) = \sum_{\nu \not\equiv 0 \pmod{l_0}} \xi_\nu y^\nu,
\end{cases}
\]

where \( \ln(1 + w_0^{-1}R^{-1}(y)) = \sum_{\nu \not\equiv 0 \pmod{l_0}} \theta_\nu y^\nu \), then the general solution is given by

\[ w_0 + R^{-1}\left(\left[u z \exp \tilde{X}_0(z^k) \cdot \Theta(z) \right]|^{-1}\right)^k \], \quad u \in \mathbb{C} \setminus \{0\}

(27)

where \( \Theta(z) \) is an arbitrary series of the form \( \Theta(z) = 1 + \sum_{\nu \geq 1} \theta_{\nu \lambda} z^{\nu \lambda} \in \mathbb{C}[z^{\lambda}] \). This representation is unique.

**Remark 1.21.**

1. In the situation of Theorem 1.20 we have as necessary and sufficient conditions for the existence of non-constant formal solutions an infinite system of algebraic relations, namely (26).

2. If (26) is satisfied we have a set of solutions which depends on the arbitrary function \( \Theta(z) = 1 + \ldots \in \mathbb{C}[z^{\lambda}] \) (see (27)).

3. If we choose \( \Theta = 1 \), then we obtain a subset of solutions which can also be given by a generator \( \tilde{g}_0 \), \( \tilde{g}_0(y) = y + \ldots \) as \( \{w_0 + \tilde{g}_0(c_k z^k) : c_k \in \mathbb{C}\} \). \( \tilde{g}_0 \) can be seen as a "subgenerator" of \( \mathcal{L}_C \), it is valid for each \( k \) from the residue class \( k \) (mod \( l \)). This is not the only subset of \( \mathcal{L}_C \) which has a generator. Let \( \Theta(z) = 1 + \ldots \in \mathbb{C}[z^\lambda] \cap \mathbb{C}[z^k] \), then the set of solutions

\[ w_0 + R^{-1}\left(\left[u z \exp \tilde{X}_0(z^k) \cdot \Theta(z) \right]|^{-1}\right)^k \], \quad u \in \mathbb{C} \setminus \{0\}

(28)

has also a subgenerator.

4. The system (26) can always be satisfied, since \( \rho_{\nu} \) with \( \nu \not\equiv 0 \pmod{l_0} \), \( \nu \not\equiv 1 \pmod{l_0} \) can be chosen arbitrarily. Hence there exists a continuum of admissible \( \tilde{\varphi}(y) = R^{-1}(\omega_0 R(y)) \).

For the convergence of the solutions we need the following (see [19]): Let \( \tilde{\varphi}(y) = R^{-1}(\omega_0 R(y)) \) be convergent, where \( R^{-1}(y) = y + \sum_{\nu \not\equiv 1 \pmod{k}} \rho_{\nu} y^\nu \in \Gamma_1 \). Then \( R^{-1} \) (and also \( R \)) may be chosen convergent. This leads to

**Theorem 1.22** (Local analytic solutions). Let \( \text{ord} w_0 = l \geq 2, \omega_0 := w_0^k \) and \( \text{ord} \omega_0 = \frac{l}{\gcd(k, l)} =: l_0 \geq 2 \) and let \( \tilde{\varphi} \) be linearizable and convergent. Let \( \tilde{\varphi} \) (that is \( R^{-1} \)) satisfy (26) and let \( R^{-1} \) be convergent (which is possible).

1. Then \( \tilde{X}_0(z^k) \) from Theorem 1.20 (3) is convergent, hence all solutions

\[ w_0 + R^{-1}\left(\left[u z \exp \tilde{X}_0(z^k) \cdot \Theta(z) \right]|^{-1}\right)^k \]

are local analytic.

2. A solution of the form (27) is local analytic if and only if \( \Theta \) is convergent.

We can ask whether it is possible to find \( \tilde{\varphi}(y) = R^{-1}(\omega_0 R(y)) \) which is convergent and such that \( R \) satisfies (26)? This gives a class of examples, see [22] and [23].

**Example 1.23.** Let \( w_0 \in \mathbb{E}, \text{ord} w_0 = l \geq 2, k \in \mathbb{N}, \omega_0 = w_0^k, \text{ord} \omega_0 = l_0 \geq 2 \). Then

\[ \tilde{\varphi}(y) = \frac{\omega_0 y}{1 + \beta y} \]
can be linearized, as a Möbius transformation and as a formal series. The following holds true:

There are finitely many values of \( \beta \) such that \((\text{GDh}, \varphi)\) has a non-constant solution. For these values of \( \beta \) and each \( k \) from \( k \) (mod \( l \)) one has explicit representations of local analytic solutions of \((\text{GDh}, \varphi)\), using certain binomial expressions. (The proof works directly without using Theorem 1.22).

1.5.2. \( \tilde{\varphi} \) is not linearizable

Let \( \tilde{\varphi} \) be not linearizable. We assume again that \( \text{ord } w_0 = l \geq 2, \omega_0 := w_0^k, k \in \mathbb{N} \) and \( \text{ord } \omega_0 = l_0 \geq 2 \). By Theorem 1.19 we write

\[
\tilde{\varphi}(y) = R^{-1}(\omega_0 R(y))
\]

\[
R^{-1}(y) = y + \sum_{\nu \geq 1 \atop \nu \not\equiv 1 \text{ (mod } k)} \rho_\nu y^\nu.
\]  

(29)

The function \( N(y) \) is given by

\[
N(y) = \omega_0 y + \sum_{\nu \geq 1} \delta_{\nu l_0+1} y^{\nu l_0+1}
\]

(30)

where \( N(y) \neq \omega_0 y \), i.e. there exists a \( \nu_0 \in \mathbb{N} \) such that

\[
N(y) - \omega_0 y = \delta_{\nu l_0+1} y^{\nu l_0+1} + \ldots, \quad \delta_{\nu l_0+1} \neq 0.
\]

Then we have the next theorem.

**Theorem 1.24.** Let \( w_0, k, \omega_0, \nu_0 \geq 1 \) be given such that \( \text{ord } w_0 = l \geq 2, \omega_0 := w_0^k \) and \( \text{ord } \omega_0 = l_0 \geq 2 \) and assume that \( \tilde{\varphi}(y) = R^{-1}(\omega_0 R(y)) \), where \( R^{-1} \) and \( N \) satisfy (29) and (30). Then the following holds:

1. There exists a family of polynomials \( P_{l_0}, P_{2l_0}, \ldots, P_{(\nu_0 - 1)l_0}, P_{\nu_0 l_0} \) (only depending on \( w_0, \omega_0, \nu_0 \)) with the following property:
   \((\text{GDh}, \varphi)\) has a non-constant formal solution \( f \) with \( f(0) = w_0 \) if and only if
   \[
   \rho_{l_0} = P_{l_0}(\rho_2, \ldots, \rho_{l_0-1}), \ldots, \rho_{(\nu_0 - 1)l_0} = P_{(\nu_0 - 1)l_0}(\rho_2, \ldots, \rho_{(\nu_0 - 1)l_0 - 1})
   \]
   and
   \[
   0 = -\delta_{\nu l_0+1} + k(\rho_{\nu l_0} - P_{\nu_0 l_0}(\rho_2, \ldots, \rho_{\nu_0 l_0 - 1})
   \]
   (31)

2. If these conditions are fulfilled, then there exists a unique \( \tilde{\varphi}_0, \tilde{\varphi}(y) = y + \ldots \) such that the set \( \mathcal{L}_\varphi \) of all formal solutions \( f \) of \((\text{GDh}, \varphi)\) is given by \( \{ w_0 + \tilde{\varphi}_0(c_k z^k) : c_k \in \mathbb{C} \} \).

3. For a given function \( \tilde{\varphi} \) only one value of \( k \), given by (31), is possible.

**Remark 1.25.** (1) The second line in (31) shows that there exists at most one admissible \( k \). Also \( k \) (mod \( l \)) is known from \( \varphi \).

(2) The conditions (31) are easy to fulfill. The coefficients \( \delta_{\nu l_0+1} \), for \( \nu > \nu_0 \) and \( \rho_\mu \) for \( \mu > \nu_0 l_0, \mu \not\equiv 1 \) (mod \( l_0 \)) can be chosen arbitrarily. Hence there are local analytic \( \tilde{\varphi} \) which satisfy (31), but it is open when there are formal solutions which converge.

We want to finish this section by giving a condition on \( \tilde{\varphi} \) which indicates when solutions of \((\text{GDh}, \varphi)\) exist. Therefore the following theorem deals with the solvability of a generalized Dhombres equation.

**Theorem 1.26 (A general characterization of solvable \((\text{GDh}, \varphi)\), \( f(0) = w_0 \)).** Let \( \varphi(y) = d_0 + d_1(y - w_0) + d_2(y - w_0)^2 + \ldots \in \mathbb{C}[y - w_0] \) \((\varphi(y) = d_1 y + d_2 y^2 + \ldots)\). Then the following holds:

\((\text{GDh}, \varphi)\) has a non-constant formal solution if and only if there exists \( w_0, k \in \mathbb{N} \) and a series \( \tilde{\varphi}_0, \tilde{\varphi}_0(y) = y + \ldots \) such that

\[
\tilde{\varphi}(y) = \tilde{\varphi}_0(\tilde{\varphi}^{-1}_0(y)(w_0 + y)^k).
\]
Remark 1.27.  (1) It would be desirable to prove Theorem 1.26 without using the whole theory of generalized Dhombres equations.
(2) We want to mention that there are also results for the connection of generalized Dhombres equations where \( f(0) = w_0 \neq 0 \) with Briot-Bouquet differential equations and iteration groups of type I.

1.6. \( f(z_0) = 1, \ z_0 \neq 0 \)

Briefly we want to present the case where \( f(z_0) = 1 \) and \( z_0 \neq 0 \), details can be found in [22]. We can write

\[
f(z) = 1 + \hat{g}(z), \quad \text{ord}_{z=1} \hat{g} = k \geq 1
\]

and we set \( \hat{f}(z) = g(\zeta) \) where \( z = 1 + \zeta \). We obtain

\[
(G_{\text{Dh}, \varphi}) \iff g(\zeta + g(\zeta) + \zeta g(\zeta)) = \hat{\varphi}(g(\zeta)), \quad \text{ord } g = k
\]

(32)

where \( \varphi(y) = 1 + \tilde{\varphi}(y - 1), \ \tilde{\varphi}(0) = 0 \). Equation (32) replaces equation (18) (there we have \( f(0) = w_0 \), or 0).

We want to summarize this situation in the following remark.

Remark 1.28.  (1) Only \( k = 1 \) is possible. (All non-constant local analytic or formal solutions are invertible).
(2) There exist \( \varphi (\tilde{\varphi}) \) for which only one non-constant formal solution exists.
(3) There exists \( \tilde{\varphi} \) for which the set of all formal solutions is given by a generator,

\[
f(z) = 1 + \hat{g}_0(c_1(z - 1)), \quad \hat{g}_0(y) = y + \ldots
\]

(4) There exist \( \varphi \) for which the set of all formal solutions depends on an "arbitrary function and has a "subgenerator".
(5) There are "Schröder" cases and "Böttcher" cases.
(6) A sequence of transformations leads from (32) to

\[
\begin{cases}
(1 + \zeta)V(\zeta) = V(\tilde{\varphi}(\zeta)) \\
V(\zeta) = 1 + \ldots,
\end{cases}
\]

which does not depend on \( z_0 \) explicitly. The factor of \( V \) on the left hand side does not depend on \( \tilde{\varphi} \), for example compare this with the case \( f(0) = w_0 \) where an equation

\[
\frac{z(w_0 + z^k)}{\psi(z)} V(z) = V(\psi(z))
\]

with \( \psi(z)^k = \varphi(z^k) \) appears. We see, that for \( k = 1 \) we have

\[
\frac{z(w_0 + z)}{\varphi(z)} V(z) = V(\tilde{\varphi}(z)).
\]

2. Some global results

In this section we present results concerning non-constant polynomial or rational solutions of the generalized Dhombres equation. The local and formal theory, described above, leads in combination with some basic results from polynomial algebra and field theory, as well as from complex analysis to a characterization of these equations. Furthermore the equation \( f(z f(z)) = f(z)^{k+1} \) is considered on certain regions.
2.1. The polynomial case

This section deals with the polynomial solutions but also entire solutions are discussed. The reader may consult [13]. We have the following theorem.

Theorem 2.1. Assume that $\varphi$ is an entire function and $f_0$ a non-constant complex polynomial such that

$$f_0(zf_0(z)) = \varphi(f_0(z)), \quad z \in \mathbb{C} \quad \text{(GDh}, \varphi)$$

holds. Denote $f_0(0)$ by $w_0$.

1. Then there exists $k \in \mathbb{N}$ such that

$$\varphi(y) = w_0 + (y - w_0)y^k, \quad y \in \mathbb{C} \quad \text{(33)}$$

and

$$f_0(z) = w_0 + c_k^{(0)}z^k, \quad z \in \mathbb{C} \quad \text{(34)}$$

with $c_k^{(0)} \neq 0$.

2. If $\varphi$ is given by (33), then the general formal (local analytic) solution of (GDh}, $\varphi$) is given by

$$f(z) = w_0 + c_k z^k, \quad c_k \in \mathbb{C}.$$ 

For $w_0 = 0$ we get by Theorem 2.1 a characterization of the equations

$$f(zf(z)) = f(z)^{k+1} \quad (k \geq 1)$$

which were studied by J. Smótal and P. Kahlig in the real domain. Theorem 2.1 has the following converse.

Theorem 2.2. If $w_0 \in \mathbb{C}$, $k \in \mathbb{N}$, $\varphi(y) = w_0 + (y - w_0)y^k$, ($y \in \mathbb{C}$), then (GDh}, $\varphi$) has, on $\mathbb{C}$, the non-constant polynomial solutions $f(z) = w_0 + c_k z^k$, $c_k \in \mathbb{C}$, which are all formal (local analytic) solutions.

What can be said about entire solutions of (GDh}, $\varphi$) which are not polynomial, that means we are investigating equations

$$f(zf(z)) = \varphi(f(z)), \quad z \in \mathbb{C} \quad \text{(GDh}, \varphi)$$

where $\varphi$ is an entire function and $f$ is an transcendental entire one. We have the following remark, see page 308 of [8].

Remark 2.3 (M. Laczkovich). Let $\varphi$ be an entire function, then (GDh}, $\varphi$) cannot have an entire transcendental solution.

2.2. The rational case

In this section we characterize those generalized Dhombres equations (GDh}, $\varphi$) having non-constant rational solutions which are holomorphic at 0. These results are taken from [17]. We have

Theorem 2.4. Let $\varphi$ be a meromorphic function, which is holomorphic at $w_0 \in \mathbb{C}$. Let $f_0$ be a non-constant rational function, holomorphic at 0, with $f_0(0) = w_0$. Assume that

$$f_0(zf_0(z)) = \varphi(f_0(z))$$

holds for $|z| < R$. Then $(\varphi, f_0)$ fulfills one of the following conditions:
Theorem 2.5. Let $\varphi(w) = w_0 + \frac{(w-w_0)w^k}{\gamma(w-w_0)w^k - \gamma(w-w_0) + 1}$ and $f_0(z) = w_0 + \frac{z^k}{\beta_0 + \gamma z^k}$.

By analytic continuation, $(\varphi, f_0)$ fulfills (GDh, $\varphi$) in $\mathbb{C} \cup \{\infty\}$.

(1) There exist $k \in \mathbb{N}$, $\beta_0 \in \mathbb{C} \setminus \{0\}$, $\gamma \in \mathbb{C} \setminus \{0\}$ such that

$$\varphi(w) = w_0 + \frac{(w-w_0)w^k}{\gamma(w-w_0)w^k - \gamma(w-w_0) + 1}$$

$$f_0(z) = w_0 + \frac{z^k}{\beta_0 + \gamma z^k}.$$  \hfill (35) \hfill (36)

(2) There exist $k \in \mathbb{N}$, $\beta \in \mathbb{C} \setminus \{0\}$ such that

$$\varphi(w) = w_0 + (w-w_0)w^k$$

$$f_0(z) = w_0 + \beta_0 z^k.$$  \hfill (37) \hfill (38)

(3) If $\beta_0 \in \mathbb{C} \setminus \{0\}$, then $f$ defined by

$$f(z) = w_0 + \frac{z^k}{\beta + \gamma z^k}$$

is a solution of (GDh, $\varphi$) with $\varphi$ defined by (35).

(4) If $\beta_0 \in \mathbb{C} \setminus \{0\}$, then $f$ defined by

$$f(z) = w_0 + \beta z^k$$

is a solution of (GDh, $\varphi$) with $\varphi$ defined by (37).

In Theorem 2.4 (2) we get, under different assumptions, the same functional equation and the same solutions we already had in Theorem 2.1 and Theorem 2.2. We also have a converse result.

Theorem 2.6. Assume that $(\varphi, f_0)$ fulfills the hypothesis of Theorem 2.4, and assume that $\varphi$ is not the Möbius transformation

$$\varphi(w) = w_0(1 + w_0 - w)^{-1},$$

where $w_0$ is a root of one with ord $w_0 \geq 2$. Then all formal solutions $F$ of (GDh, $\varphi$), $F(z) = w_0 + c_m z^m + \ldots$ are given as Taylor expansions of the solutions (36) and (38) at $z = 0$.

(1) For each $\beta \in \mathbb{C} \setminus \{0\}$, $f$ defined by (39) is a non-constant rational solution of (GDh, $\varphi$) with $\varphi$ defined by (35), in $\mathbb{C} \cup \{\infty\}$.

(2) For each $\beta \in \mathbb{C} \setminus \{0\}$, $f$ defined by (40) is a non-constant rational solution of (GDh, $\varphi$) with $\varphi$ defined by (37), in $\mathbb{C} \cup \{\infty\}$.

The Taylor expansions of (39) and (40) at $z = 0$ are local analytic (formal) solutions of the corresponding (GDh, $\varphi$) with $f(0) = w_0$. Are there other local analytic or formal solutions? (Note that this is not the case in the situation of Theorem 2.1 and Theorem 2.2). Therefore we have

Remark 2.7. (1) By direct considerations one can also construct all rational functions $\varphi$ for which (GDh, $\varphi$) has rational solutions having a pole at 0. (Example: $f(z) = \frac{1}{z}$ satisfies $f(zf(z)) = 1$ in $\mathbb{C} \cup \{\infty\}$).

(2) It should be possible to find all rational functions $\varphi$ for which (GDh, $\varphi$) has a non-constant rational solution from the local theory for the case $f(z_0) = 1$, $z_0 \neq 0$, maybe together with the local theory for the case $f(0) = w_0$. 
2.3. The equation $f(zf(z)) = f(z)^{k+1}$

We now come back to the equation

$$f(zf(z)) = f(z)^{k+1} \quad (k \geq 1)$$

which is investigated in [15]. For this equation there are several results in various regions. These regions are

$$\mathbb{C} \setminus \{0\}, \{z: 0 < |z| < R_0\}, \{z: |z| > R_0\}, \{z: 0 < R_1 < |z| < R_2\}.$$

We have the following theorem.

**Theorem 2.8.** Let $\phi(y) = c_0 + \ldots + c_n y^m$ be a polynomial of degree $m$, $m \geq 1$. Let $f$ be holomorphic in $\mathbb{C} \setminus \{0\}$ and assume that $(GD_h, \phi)$ holds in $\mathbb{C} \setminus \{0\}$. Then $f$ can be analytically continued to $z = 0$ and remains a solution of $(GD_h, \phi)$ on $\mathbb{C}$. (By the remark of Laczkovich and Theorem 2.2: If $f$ is not constant, $\phi$ is of the special form (37) and $f$ of the form (38).)

Furthermore we have

**Theorem 2.9.** Let $k \in \mathbb{N}$, $f: \mathbb{C} \setminus \{0\} \to \mathbb{C}$ be holomorphic with $f(z) \neq 0$ for $z \in \mathbb{C} \setminus \{0\}$. Assume that $f$ satisfies the functional equation

$$f(zf(z)) = f(z)^{k+1} \quad \text{for } z \in \mathbb{C} \setminus \{0\}.$$

Then either $f(z) = cz^k$ ($z \in \mathbb{C} \setminus \{0\}$), $c \neq 0$ or $f(z) = \zeta^m$ ($z \in \mathbb{C} \setminus \{0\}$) with $\zeta = e^{\frac{2\pi i}{k}}$, $m = 0, \ldots, k - 1$.

All the solutions described in the following theorems can be analytically continued to $\mathbb{C}$ where they remain solutions.

**Theorem 2.10.** Let $G = \{z: 0 < |z| < R_0\}$ with $R_0 > 0$, and let $f: G \to \mathbb{C}$ be holomorphic in $G$. Assume that

$$f(zf(z)) = f(z)^{k+1} \quad (z \in G)$$

holds, with $k \geq 1$.

Then either $f(z) = cz^k$, $(z \in G)$ with

$$|c| < \frac{1}{R_0^k}$$

or $f(z) = \zeta^m$, $(z \in G)$, with $\zeta = e^{\frac{2\pi i}{m}}$, $m = 0, \ldots, k - 1$.

Conversely, $f: z \mapsto cz^k$ is for each $c$ with $|c| < \frac{1}{R_0^k}$ a solution of our equation in $G$.

**Theorem 2.11.** Let $R_0 > 0$, $G = \{z: |z| > R_0\}$. Assume that $f: G \to \mathbb{C}$ is holomorphic in $G$ and satisfies

$$f(zf(z)) = f(z)^{k+1} \quad (z \in G).$$

Then $f(z) = cz^k$ with $|c| > \frac{1}{R_0^k}$, or $f(z) = \zeta^m$, $(z \in G)$, with $\zeta = e^{\frac{2\pi i}{m}}$, $m = 0, \ldots, k - 1$.

Conversely, if $|c| > \frac{1}{R_0^k}$, then $f: z \mapsto cz^k$ is a solution of our equation in $G$.

**Theorem 2.12.** Let $G$ be a region in $\{z: 0 < R_1 < |z| < R_2\}$ where $0 < R_1 < R_2$. Let $f$ be holomorphic in $G$ and satisfy

$$f(zf(z)) = f(z)^{k+1} \quad (z \in G).$$

Then $f$ is constant ($f = \zeta^m$).
3. Open Problems

In this section we want to mention some open problems related to the generalized Dhombres equation in the complex domain. These problems are the following:

1. The investigation of the existence of local analytic solutions $f$ of $(GDh, \varphi)$ with $f(z_0) = w_0$ for general $z_0, w_0$.

2. If $w_0 \in \mathbb{E}$, then one has to investigate the convergence of the formal solutions for a convergent, not linearizable $\varphi$.

3. One could also describe the dependence of the solutions on the initial values $w_0$.

4. Find a class of iterative functional equations which is invariant under a group of local changes of coordinates which contains the generalized Dhombres equations.

5. Find a connection between iterative functional equations and analytic iteration groups $(F_t(X))_{t \in \mathbb{C}}$ of type II (i.e. $F_t(X) = X + c_k(t)X^k + \ldots$, $t \in \mathbb{C}$, $k \geq 2$, $c_k \neq 0$) analogous to the relation between $(GDh, \varphi)$ and iteration groups of type I described in Theorem 1.8 and Theorem 1.9.
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