TRANSPORT INEQUALITIES AND CONCENTRATION OF MEASURE

Nathael Gozlan

Abstract. We give a short introduction to the concentration of measure phenomenon and connect it with different functional inequalities (Poincaré, Talagrand and Log-Sobolev inequalities).

Introduction

This paper provides a short survey of some aspects of the concentration of measure phenomenon. Concentration of measure inequalities appeared in the seventies as a key tool in the study of asymptotic geometry of Banach spaces with the alternative seminal proof by Milman [90] of a celebrated result by Dvoretzky [43] on the existence of high dimensional nearly Euclidean sections of convex bodies. The subject was then deeply investigated during the last decades (see for instance [91], [105], [62, Chapter 3.5], [77]) and is still a very active research area both from a theoretical and an applied point of view.

The paper is organized as follows. In the first section, we recall the classical Sudakov-Tsirelson/Borell isoperimetric result in Gauss space. Then we give general definitions and examples about concentration of measure and we recall some classical applications of this phenomenon in probability and analysis. In the second part, we illustrate the interplay between functional inequalities and the concentration of measure phenomenon. In particular, we present two results from [53] and [61] characterizing respectively Gaussian and exponential type dimension-free concentration in terms of transport inequalities.

1. The concentration of measure phenomenon

This section is devoted to classical aspects of the concentration of measure phenomenon. First, we recall the example of Gaussian measures. Then we give general definitions about concentration inequalities and illustrate them by various classical examples. We end the section by recalling three classical applications of concentration of measure in analysis and probability theory.

1.1. The example of Gaussian measure

In all the paper, we will denote by $\gamma^d$ the standard $d$-dimensional Gaussian measure on $\mathbb{R}^d$. The space $\mathbb{R}^d$ will always be equipped with its standard Euclidean norm denoted by $| \cdot |$.
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If $A \subset \mathbb{R}^d$ is a Borel set, the boundary measure (also called Minkowski content) of $A$ is defined by

$$
\gamma^d_+(\partial A) = \liminf_{r \to 0^+} \frac{\gamma^d(A_r) - \gamma^d(A)}{r},
$$

(1)

where $A_r$ is the $r$-enlargement of $A$ defined as follows

$$
A_r = \{x \in \mathbb{R}^d : \exists y \in A, |x - y| \leq r\}.
$$

**The Gaussian isoperimetric problem:** For a given Gaussian volume, what are the sets having minimal boundary measure?

As is well known, for the usual Lebesgue measure on $\mathbb{R}^d$ isoperimetric sets are balls. In Gauss space, the isoperimetric sets are half-spaces, i.e. sets of the form $H = \{x \in \mathbb{R}^d : x \cdot u \leq r\}$, where $u \in \mathbb{R}^d$ and $r \in \mathbb{R}$.

**Theorem 1.1** (Sudakov and Tsirel’son [103], Borell [29]). **Half-spaces are solutions of the Gaussian isoperimetric problem:** If $A \subset \mathbb{R}^d$ is a Borel set and $H$ a half-space such that $\gamma^d(H) = \gamma^d(A)$, then

$$
\gamma^d_+(\partial A) \geq \gamma^d_+(\partial H).
$$

This remarkable result admits different proofs. The original proof of [29,103] deduced the Gaussian isoperimetric result from Levy’s isoperimetric theorem on the sphere $S^{n-1} \subset \mathbb{R}^n$ equipped with its uniform probability measure $\sigma_{n-1}$, according to which spherical caps are isoperimetric sets. The link between uniform measures on spheres and Gaussian measures is given by the following elementary observation going back at least to Poincaré: letting, for $n \geq d$, $\pi_{n,d}: \mathbb{R}^n \to \mathbb{R}^d: (x_1, \ldots, x_n) \mapsto \sqrt{n}(x_1, \ldots, x_d)$, then

$$
\pi_{n,d} \# \sigma_{n-1} \to \gamma^d, \quad \text{weakly as } n \to \infty,
$$

(2)

where, in all the paper, $T_\# \mu$ denotes the push-forward of a probability measure $\mu$ under a map $T$.

Other proofs have been developed by Ehrard [44, 45] (based on a symmetrization argument in Gauss space), Bakry and Ledoux [7] (based on a semigroup interpolation technique) or Bobkov [16] (based on an inequality on the two points space and a tensorization argument coupled with the central limit theorem - see also [13]).

It was also shown by Carlen and Kerce [31] that half-spaces are the only isoperimetric sets. Very recently, the stability of the Gaussian isoperimetric problem was considered in [35, 47, 92].

Now let us express the isoperimetric inequality (1) in a more quantitative form. First, it is clear by rotational invariance, that one can always assume that $H$ is of the form $H = \{x \in \mathbb{R}^d : x_1 \leq r\}$. For such $H$, it holds $\gamma^d(H) = \Phi(r)$, with

$$
\Phi(r) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{r} e^{-t^2/2} dt, \quad r \in \mathbb{R}.
$$

It follows that

$$
\gamma^d_+(\partial H) = \Phi'(r) = \frac{1}{\sqrt{2\pi}} e^{-r^2/2}, \quad r \in \mathbb{R}.
$$

Therefore, Gaussian isoperimetry can be restated as follows.

**Corollary 1.2.** For any Borel set $A \subset \mathbb{R}^d$,

$$
\gamma^d_+(\partial A) \geq \Phi' \circ \Phi^{-1}(\gamma^d(A)).
$$

Furthermore, observing that at least formally $\gamma^d_+(\partial A_r) = \frac{d}{dr} \gamma^d(A_r)$ (details can be found in [22] or [77]), one obtains the following integrated version of Gaussian isoperimetry:

**Corollary 1.3.** For any Borel set $A \subset \mathbb{R}^d$,

$$
\gamma^d(A_r) \geq \Phi(r + \Phi^{-1}(\gamma^d(A))), \quad \forall r \geq 0.
$$
Let us finally specialize to the situation where \( \gamma^d(A) \geq 1/2 \), then \( \Phi^{-1}(\gamma^d(A)) \geq 0 \) and we end up with the so-called Gaussian concentration inequality

**Corollary 1.4** (Gaussian concentration inequality). For any Borel set \( A \subset \mathbb{R}^d \) such that \( \gamma^d(A) \geq 1/2 \),

\[
\gamma^d(A_r) \geq \Phi(r), \quad \forall r \geq 0.
\]

(3)

In practice, one usually bounds \( \Phi \) from below as follows: \( \Phi(r) \geq 1 - \frac{1}{2}e^{-r^2/2}, \quad r \geq 0 \). This yields to the following explicit (but slightly weaker) form of (3):

\[
\gamma^d(A_r) \geq 1 - \frac{1}{2}e^{-r^2/2}, \quad \forall r \geq 0, \quad \forall A \subset \mathbb{R}^d \text{ with } \gamma^d(A) \geq 1/2.
\]

(4)

The remarkable feature of Inequalities (3) and (4) is that the dimension of the space does not appear in the inequality. This independence with respect to the dimension has been successfully exploited in numerous applications in analysis, probability or statistics in large dimension.

### 1.2. Concentration property for general probability measures

Let us now recall the classical definitions about concentration properties of probability measures in a general setting. In what follows, \((\mathcal{X},d)\) will be a Polish space, \(\mu\) a probability measure on \(\mathcal{X}\) and \(\alpha : \mathbb{R}^+ \to [0,1]\) a non-increasing function.

**Definition 1.5** (Concentration of measure).

- One says that \(\mu\) satisfies the concentration of measure property with the concentration profile \(\alpha\) if for all \(A \subset \mathcal{X}\) with \(\mu(A) \geq 1/2\), it holds

\[
\mu(A_r) \geq 1 - \alpha(r), \quad r \geq 0,
\]

where

\[A_r = \{x \in \mathcal{X} : d(x,A) \leq r\}, \quad r \geq 0.\]

- One says that \(\mu\) satisfies the dimension-free concentration of measure property with the concentration profile \(\alpha\), if for all \(n \in \mathbb{N}^*\), the product measure \(\mu^\otimes n\) satisfies the concentration of measure property with the profile \(\alpha\) on \(\mathcal{X}^n\) equipped with the distance

\[
d_2(x,y) = \left[ \sum_{i=1}^n d^2(x_i,y_i) \right]^{1/2}, \quad x,y \in \mathcal{X}^n.
\]

(5)

Let us illustrate this definition by recalling the concentration properties of classical probability measures (see [77] for a proof).

**Example 1.6.**

(1) The standard Gaussian measure \(\gamma\) on \(\mathbb{R}\) satisfies the dimension-free concentration property with the concentration profile

\[
\alpha(r) = \Phi(r) = 1 - \Phi(r) = \frac{1}{\sqrt{2\pi}} \int_r^{+\infty} e^{-u^2/2} du \leq \frac{1}{2}e^{-r^2/2}, \quad r \geq 0.
\]

(2) More generally, if \(\mu(dx) = e^{-V(x)} dx\) is a probability measure on a complete, connected, Riemannian manifold \(\mathcal{X}\) equipped with its geodesic distance which satisfies the Bakry-Emery \(CD(K,\infty)\) condition

\[
\text{Hess} V + \text{Ric} \geq K \text{Id},
\]
for some $K > 0$, where Ric denotes the Ricci tensor, then $\mu$ satisfies the concentration property with a profile of the form

$$\alpha(r) = e^{-K\frac{r - r_o^2}{2}}, \quad r \geq 0$$

for some $r_o > 0$.

(3) For $p \in [1, 2)$, the probability measure $\mu_p$ defined on $\mathbb{R}$ by

$$\mu_p(dx) = \frac{1}{Z_p} e^{-|x|^p/p} dx.$$

satisfies the dimension-free concentration property with a profile of the form

$$\alpha_p(r) = e^{-a_p[r - r_p]^p}, \quad r \geq 0,$$

for some $r_p > 0$.

Concentration of measure can be alternatively defined in terms of deviation inequalities for Lipschitz functions (see e.g. [77, Proposition 1.3] for a proof).

**Proposition 1.7.** The following propositions are equivalent

1. The probability measure $\mu$ satisfies the concentration property with the profile $\alpha$.
2. For all 1-Lipschitz function $f$ on $\mathcal{X}$,

$$\mu(f > m_f + r) \leq \alpha(r), \quad \forall r \geq 0,$$

where $m_f$ denotes a median of $f$ with respect to $\mu$.

In particular, if $\mu$ satisfies the dimension-free concentration property with the profile $\alpha$, then, for all $n \in \mathbb{N}^*$

$$\mu^n(|f - m_f| > r) \leq 2\alpha(r), \quad r \geq 0 \quad (6)$$

for all $f : \mathcal{X}^n \to \mathbb{R}$ which is 1-Lipschitz with respect to the $d_2$ distance (5).

This type of inequalities (which can be interpreted as the fact that Lipschitz functions are essentially constant when the underlying probability measure is strongly concentrated) is commonly used in applications, as we shall see in the next section.

**Remark 1.8.** Sometimes, it is more convenient to consider deviation inequalities with respect to the mean of $f$ instead of its median. If the concentration profile $\alpha$ is integrable on $[0, \infty)$ (which is in general the case), one can do the following: integrating (6), and using an integration by parts, yields to

$$\int |f - m_f| d\mu^n = \int_0^{+\infty} \mu^n(|f - m_f| > r) dr \leq 2 \int_0^{+\infty} \alpha(r) dr := r_o.$$

So assuming $r_o < \infty$, we get $|\int f d\mu - m_f| \leq r_o$ and inserting this inequality into (6), yields to

$$\mu^n(|f - \int f d\mu| > r) \leq 2\alpha(r - r_o), \quad r \geq r_o. \quad (7)$$

We refer to [77, Propositions 1.7 and 1.8] for further results in the same spirit.

1.3. **Classical applications**

In this section, we recall three classical examples of applications of concentration ideas.
1.3.1. Dvoretzky’s theorem

Let us begin by recalling the proof by V. Milman [90] of the following celebrated result of Dvoretzky.

**Theorem 1.9** (Dvoretzky [43]). Let \( \| \cdot \| \) be a norm on \( \mathbb{R}^d \). For all \( \varepsilon > 0 \), there exists a \( k \)-dimensional subspace \( H = \text{Vect}\{v_1, \ldots, v_k\} \) with \( k = \lfloor \eta(\varepsilon) \log(d) \rfloor \) and \( \eta(\varepsilon) = a \frac{x^2}{\log(1/\varepsilon)} \) for some universal constant \( a > 0 \), such that

\[
(1 - \varepsilon)|t| \leq \left\| \sum_{i=1}^{k} t_i v_i \right\| \leq (1 + \varepsilon)|t|, \quad \forall t \in \mathbb{R}^k.
\]

In other words, if \( B = \{x \in \mathbb{R}^d : \|x\| \leq 1\} \) denotes the unit ball of \( (\mathbb{R}^d, \| \cdot \|) \) and \( E \) the following ellipsoid

\[
E = \left\{ \sum_{i=1}^{k} t_i v_i : \|t\| \leq 1 \right\} \subset H,
\]

then the section \( B \cap H \) is nearly spherical in the sense that

\[
\frac{1}{1 + \varepsilon} E \subset B \cap H \subset \frac{1}{1 - \varepsilon} E.
\]

**Sketch of proof.** Milman’s original proof used concentration of measure on the sphere. Here, we follow the proof by Pisier [95] involving concentration for Gaussian random vectors. To simplify, we assume that \( \| \cdot \| = \| \cdot \|_\infty \), and we refer to [77,95] for a complete proof. One has to show that there exist \( v_1, \ldots, v_k \) linearly independent such that

\[
(1 - \varepsilon) \leq \left\| \sum_{i=1}^{k} t_i v_i \right\|_\infty \leq (1 + \varepsilon), \quad t \in S^{k-1}.
\]

For a fixed \( t \in S^{k-1} \), the map \( F_t(x_1, \ldots, x_k) = \| \sum_{i=1}^{k} t_i x_i \|_\infty \) is 1-Lipschitz with respect to the Euclidean norm on \( (\mathbb{R}^d)^k \). Therefore, the Gaussian concentration property (4) implies (in the form given by (7)) that if \( X_i \) is a sequence of i.i.d random variables with law \( \gamma_d \),

\[
P(|F_t(X_1, \ldots, X_k) - m| > r) \leq 2e^{-(r-r_o)^2/2}, \quad \forall r \geq r_o,
\]

where \( m = \mathbb{E}[F_t(X_1, \ldots, X_k)] \) and \( r_o = 2 \int_{0}^{+\infty} e^{-r^2/2} dr = \sqrt{2\pi} \). Since \(-\frac{1}{2}(r - r_o)^2 \leq \frac{1}{2} r_o^2 - \frac{r^2}{2}\), for \( r \geq r_o \), we get

\[
P(|F_t(X_1, \ldots, X_k) - m| > r) \leq 2e^{\frac{1}{2} r_o^2} e^{-\frac{r^2}{2} + \frac{r^2}{2}},
\]

for all \( r \geq r_o \), and the inequality is still true for \( r \leq r_o \). So, letting \( C = 2e^{\frac{1}{2} r_o^2} \), it holds

\[
P(|F_t(X_1, \ldots, X_k) - m| > \varepsilon m) \leq Ce^{-\varepsilon^2 m^2/4}, \quad \forall \varepsilon > 0.
\]

One can show that \( m \simeq \sqrt{\log d} \) (see e.g. [95, Lemma 4.4]). Now, if \( N \subset S^{k-1} \) is a finite subset, the union bound immediately gives

\[
P(\sup_{t \in N} |F_t(X_1, \ldots, X_k) - m| > \varepsilon m) \leq C|N|e^{-\varepsilon^2 \log d},
\]

where \( c > 0 \) is some universal numeric constant. We conclude from this, that if the cardinal \( |N| \) of \( N \) is such that \( C|N|e^{-\varepsilon^2 \log d} < 1 \), then the vectors \( v_i = X_i/m \) satisfy

\[
(1 - \varepsilon) \leq \left\| \sum_{i=1}^{k} t_i v_i \right\|_\infty \leq (1 + \varepsilon), \quad \forall t \in N
\]

with a positive probability. Let us take for \( N \) an \( \varepsilon \)-net of \( S^{k-1} \). A classical argument shows that \( N \) can be chosen of cardinal \( |N| \leq \left( 1 + \frac{2}{\varepsilon} \right)^k \) (see e.g. [95, Lemma 4.10]) and one sees that taking \( k = \eta(\varepsilon) \log d \), with \( \eta(\varepsilon) \) as in the statement, one has \( C|N|e^{-\varepsilon^2 \log d} < 1 \). Then the proof consists in extending (8) to arbitrary \( t \in S^{k-1} \), with \( \varepsilon \) replaced by \( 3\varepsilon \) (see e.g. [95, Lemma 4.11]).
1.3.2. Deviations inequalities for the empirical measure of large random matrices

Let $M^n = \frac{1}{n^2} \sum_{i,j} [M_{i,j}]_{i,j}$ be a sequence of symmetric $n \times n$ random matrices where $\{M_{i,j}; i < j \in \mathbb{N}\}$ and $\{M_i; i \in \mathbb{N}\}$ are two independent families of i.i.d random variables such that $E[M_{1,1}] = E[M_{1,2}] = 0$ and $E[M_{1,1}^2] = 1$ and $E[M_{1,1}^2] < \infty$. Denote by $\lambda_1 \leq \ldots \leq \lambda_n \in \mathbb{R}$ the (random) spectrum of $M^n$. According to the famous Wigner’s theorem (see e.g. [2]), with probability one, the empirical measure $L_n$ defined by

$$L_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_i}$$

converges weakly to the semicircular law $d\sigma(x) = \frac{1}{2\pi} \sqrt{4-x^2} \mathbb{1}_{[-2,2]}(x) \, dx$, when $n \to \infty$. In other words, for any bounded continuous function $f$ on $\mathbb{R},$

$$\int f \, dL_n = \frac{1}{n} \sum_{i=1}^{n} f(\lambda_i) \to \int f \, d\sigma, \quad \text{a.s when } n \to +\infty.$$

Denote by $\mu_1$ the common law of the $M_{i,i}$’s and by $\mu_2$ the common law of the $M_{i,j}$’s, $i < j$.

**Theorem 1.10** (Guionnet-Zeitouni [66]). Let $f : \mathbb{R} \to \mathbb{R}$ be a 1-Lipschitz function and $F_n = \langle f, L_n \rangle = \frac{1}{n} \sum_{i=1}^{n} f(\lambda_i)$. If $\mu_1 \otimes \mu_2$, where $\mu_2$ is the pushforward of $\mu_2$ under the map $x \mapsto \sqrt{2}x$ satisfies the dimension-free concentration property with a profile of the form $\alpha(r) = e^{-\frac{1}{4}r^2}$, then

$$\mathbb{P}(|F_n - m_n| > r) \leq 2e^{-\frac{1}{8}n^2[r-r_c]^2}, \quad \forall n \geq 1, \quad \forall r \geq 0,$$

where $m_n$ is the median of $F_n$.

**Remark 1.11.**

- The median $m_n$ can be replaced by the expectation $E[F_n]$. Moreover, under mild assumptions on $f$, it is possible to give explicit bounds for $|E[F_n] - \int f \, d\sigma|$ (see [66] and the references therein for details).
- It will follow from Theorems 2.7 and 2.5 that assuming that $\mu_1 \otimes \mu_2$ satisfies the dimension-free concentration of measure property with the profile $\alpha(r) = e^{-\frac{1}{4}r^2}$ is the same as assuming the same property separately for $\mu_1$ and for $\mu_2$.

**Proof.** For any symmetric matrix $A$ with real coefficients, let us define $f_n(A) = \frac{1}{n} \sum_{i=1}^{n} f(\lambda_i(A))$, where $\lambda_1(A) \leq \ldots \leq \lambda_n(A)$ is the spectrum of $A$. For all symmetric matrices $M, M'$, it holds

$$|F_n(M/\sqrt{n}) - F_n(M'/\sqrt{n})| \leq \frac{1}{n} \sum_{i=1}^{n} |\lambda_i(M/\sqrt{n}) - \lambda_i(M'/\sqrt{n})| \leq \frac{1}{\sqrt{n}} \left( \sum_{i=1}^{n} |\lambda_i(M/\sqrt{n}) - \lambda_i(M'/\sqrt{n})|^2 \right)^{1/2}.$$ 

According to a classical inequality by Hoffmann-Wielandt (see e.g. [2, Lemma 2.1.19]), it turns out that

$$\sum_{i=1}^{n} |\lambda_i(A) - \lambda_i(B)|^2 \leq \text{Tr}((A - B)^2) = \sum_{i=1}^{n} (A_{ii} - B_{ii})^2 + 2 \sum_{i<j} (A_{ij} - B_{ij})^2.$$

Therefore,

$$|F_n(M/\sqrt{n}) - F_n(M'/\sqrt{n})| \leq \frac{1}{n} \left( \sum_{i=1}^{n} (M_{ii} - M'_{ii})^2 + 2 \sum_{i<j} (M_{ij} - M'_{ij})^2 \right)^{1/2}.$$
Therefore, if \( E = \{ M : F_n(M/\sqrt{n}) \leq m_n \} \), then taking \( M' \in A \) and optimizing yields

\[
F_n(M/\sqrt{n}) \leq m_n + \frac{1}{n}d(\widetilde{M}, \widetilde{E}),
\]

where \( \widetilde{M} = (\sqrt{2 - \delta_{ij}M_{ij}})_{i,j} \in \mathbb{R}^{n(n+1)/2} \), \( \widetilde{E} = \{ \widetilde{M} : M \in E \} \) and \( d(\widetilde{M}, \widetilde{E}) = \inf_{M' \in A} |\widetilde{M} - \widetilde{M}'| \), where \( | \cdot | \) denotes the \( \ell_2 \)-norm on the space of matrices. Using the concentration property satisfied by the law of \( \widetilde{M} \), it follows that

\[
\mathbb{P}(F_n(M^n) > m_n + r) \leq \mathbb{P}(d(\widetilde{M}, \widetilde{E}) > nr) \leq e^{-\frac{1}{2}n^2|r-r_0|^2}.
\]

A similar reasoning shows that the same inequality holds for deviations under the median, which concludes the proof. \( \square \)

The power \( n^2 \) appearing in Theorem 1.10 is in accordance with the large-deviation estimates obtained by Ben-Arous and Guionnet [14] in the case of Gaussian entries (and other models of random matrices). More precisely, if \( \mu_1 = \mathcal{N}(0, 1) \) and \( \mu_2 = \mathcal{N}(0, 2) \), the sequence of random matrices \( M^n \) is the so called Gaussian Orthogonal Ensemble and the following large deviation principle holds: For any set \( A \subset \mathcal{P}(\mathbb{R}) \) (the space of all Borel probability measures on \( \mathbb{R} \)), it holds

\[
- \inf_{\nu \in \text{int}(A)} I(\nu) \leq \liminf_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}(L_n \in A) \leq \limsup_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}(L_n \in A) \leq - \inf_{\nu \in \text{cl}(A)} I(\nu),
\]

where closure \( \text{cl} \) and interior int are defined with respect to the usual weak convergence topology of \( \mathcal{P}(\mathbb{R}) \) and the rate function \( I : \mathcal{P}(\mathbb{R}) \to [0, \infty] \) is defined by

\[
I(\nu) = \frac{1}{4} \int x^2 d\nu(x) - \frac{1}{2} \iint \log(|x-y|) d\nu(x) d\nu(y) - \frac{3}{8}.
\]

One can show that \( I(\nu) \geq 0 \) with equality if and only if \( \nu \) is the semicircular law \( \sigma \). In particular if \( A \) is a set of the form \( \{ \nu \in \mathcal{P}(\mathbb{R}) : \| f \, d\nu - f \, d\sigma \| > r \} \), \( r > 0 \), for some bounded Lipschitz function \( f \), then \( \mathbb{P}(L_n \in A) \simeq e^{-an^2} \), for some \( a > 0 \). This shows the optimality of the bound in Theorem 1.10. See also the end of Section 2.1.2 for another application of these (large) deviations inequalities.

### 1.3.3. The central limit theorem for log-concave random vectors

A probability measure \( \mu \) on \( \mathbb{R}^d \) is said log-concave, if it has a density of the form \( e^{-V} \) with a convex function \( V : \mathbb{R}^d \to \mathbb{R} \cup \{ +\infty \} \). It is isotropic if \( \int x \mu(dx) = 0 \) and \( \int x_i x_j \mu(dx) = \delta_{ij} \).

The following striking result due to Klartag [70] (see also [49]) uses a concentration idea going back to Sudakov [102] to show that when \( X \) is isotropic and log-concave then, for most of the directions \( \theta \in S^{d-1} \), the law of \( X \cdot \theta \) is approximately Gaussian. We refer to the surveys by Klartag [72] and Guédon [64] on the subject.

**Theorem 1.12** (Klartag [70]). Let \( X \) be a random vector with an isotropic log-concave law. There exists a subset \( \Theta \) of \( S^{d-1} \) with \( \sigma_{d-1}(\Theta) \geq 1 - e^{-cv^2} \) and such that for all \( \theta \in \Theta \),

\[
\sup_{t \in \mathbb{R}} |\mathbb{P}(X \cdot \theta \leq t) - \Phi(t)| \leq \frac{C}{d^\alpha},
\]

where \( \Phi(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^t e^{-u^2/2} \, du \) and where \( c, C, \alpha > 0 \) are universal numerical constants.

**Sketch of the proof.** (1) The first step (the most difficult one) consists in showing that

\[
\text{Var}(|X|^2) \leq Cd^{2-\alpha},
\]

(10)
where $C, \alpha > 0$ are universal numeric constants. As a consequence, noting that by isotropicity $E[|X|^2] = d$ and applying Markov's inequality together with the elementary inequality $|X|^2 - d \geq \sqrt{d}|X| - \sqrt{d}$, one sees easily that the vector $X$ satisfies the following deviation inequality

$$P(||X| - \sqrt{d}| > t\sqrt{d}) \leq C \frac{t^2}{d^{\alpha}}, \quad \forall t > 0.$$ 

It follows in particular that $X$ is concentrated in a thin shell around the origin: with high probability $|X| \simeq \sqrt{d} + o(\sqrt{d})$. The validity of (10) for all isotropic log-concave vectors was first conjectured in [4] and then proved by Klartag in [70].

(2) The next step is a general argument using the concentration of measure on the sphere. It first appeared in a paper by Sudakov [102] and was then developed in various contexts in [4, 18, 19, 41, 109]. Let us take a 1-Lipschitz test function $f : \mathbb{R} \to \mathbb{R}$ and set $F(\theta) = E[f(X \cdot \theta)]$ and explain why $F(\theta) \simeq \int f d\gamma$ for most of the $\theta$'s. It is not difficult to check that the function $F$ is 1-Lipschitz on $S^{d-1}$, so, according to the concentration result on the sphere, it is essentially equal to its mean (with respect to $\sigma_{d-1}$). Therefore, for most of the directions $\theta$, it holds

$$F(\theta) \simeq \int F(\omega) \sigma_{d-1}(d\omega) \quad \text{(concentration on the sphere)}$$

$$= E \left[ \int f(X \cdot \omega) \sigma_{d-1}(d\omega) \right] \quad \text{(Fubini)}$$

$$= E \left[ \int f(|X| \omega_1) \sigma_{d-1}(d\omega) \right] \quad \text{(rotational invariance)}$$

$$\simeq \int f(\sqrt{d}\omega_1) \sigma_{d-1}(d\omega) \quad \text{(concentration for $|X|$)}.$$ 

Finally, it follows from Poincaré observation (2) that

$$\int f(\sqrt{d}\omega_1) \sigma_{d-1}(d\omega) \simeq \frac{1}{\sqrt{2\pi}} \int f(x)e^{-x^2/2} \, dx.$$

\[\square\]

Remark 1.13. The currently best exponent $\alpha$ in the inequality (10) is $\alpha = 1/3$ and was obtained by Guédon and Milman [65]. It is conjectured that $\alpha = 1$ (variance conjecture).

2. Functional approaches of the concentration of measure phenomenon

In recent years, various methods were developed to prove concentration of measure inequalities. Let us mention, in particular:

- Use of geometric inequalities (Brunn-Minkowski and Prekopa-Leindler inequalities) [25, 85],
- Use of functional inequalities (Poincaré, Log-Sobolev, transport inequalities . . .) [63, 76, 106],
- Induction methods [105],
- Martingale inequalities [86, 87],
- Entropic method [83, 84],
- Coupling methods [34, 68],
- ...

We refer to the books by Ledoux [77] and by Boucheron, Lugosi and Massart [6] and the references therein for a panoramic view on the subject and for more information on these particular directions.

In what follows, we will focus on the approach based on functional inequalities. As we shall see in the case of Exponential and Gaussian dimension-free concentration, functional inequalities do not only provide a method
to get dimension-free concentration inequalities but are actually an equivalent form of this phenomenon. In this description of the dimension-free concentration of measure phenomenon the class of transport inequalities introduced by Marton [80–82] and Talagrand [106] will play a central role. We refer the interested reader to [56], [8], [27], [108] and [6] for surveys of some of the recent developments in the field.

2.1. Talagrand’s transport inequalities and Gaussian dimension-free concentration

In this section, we introduce Talagrand’s transport inequality $T_2$ and recall classical arguments by Marton and Talagrand showing that $T_2$ implies dimension-free Gaussian concentration. Then we sketch the proof of a result by the author [53] showing that the converse implication also holds. We conclude by recalling different necessary and sufficient conditions for Talagrand’s inequality.

2.1.1. Definitions and historical references

Talagrand’s inequality compares two very natural functionals defined on the space of probability measures: the Monge-Kantorovich quadratic transport cost and the relative entropy (a.k.a Kullbak-Leibler divergence) that we shall now define.

Definition 2.1. Let $\mu, \nu$ be two probability measures on $X$.

- The quadratic transport cost between $\mu$ and $\nu$ is defined by
  $$T_2(\mu, \nu) := \inf_{\pi \in P(\mu, \nu)} \int \int_{X \times X} d(x, y)^2 \pi(dx, dy),$$
  where $P(\mu, \nu) = \{\pi \in P(X \times X) \text{ such that } \pi_1 = \mu \text{ and } \pi_2 = \nu\}$ is the set of all couplings between $\mu$ and $\nu$. The so called Wasserstein distance is defined by $W_2(\nu, \mu) = \sqrt{T_2(\nu, \mu)}$ (see [96, 107, 108]).

- The relative entropy of $\nu$ with respect to $\mu$ is defined by
  $$H(\nu | \mu) = \int \log \left( \frac{d\nu}{d\mu} \right) d\nu, \text{ if } \nu \ll \mu, \text{ and } +\infty, \text{ otherwise.}$$

Definition 2.2 (Talagrand’s transport inequality). A probability measure $\mu$ on $X$ satisfies Talagrand’s inequality with the constant $C > 0$ (in short $T_2(C)$), if

$$W_2(\mu, \nu) \leq \sqrt{CH(\nu | \mu)}, \quad \forall \nu \in P(X).$$

The ancestor of all transport inequalities is the following very useful inequality due to Csiszar [38], Kullback [74], Pinsker [94] comparing total variation distance to relative entropy:

$$\|\mu - \nu\|_{TV}^2 \leq \frac{1}{2} H(\nu | \mu), \quad \text{(11)}$$

where we recall that total variation distance between $\mu$ and $\nu$ is defined by $\|\mu - \nu\|_{TV} = \sup_{A \subset X} |\mu(A) - \nu(A)|$. Equivalently,

$$\|\mu - \nu\|_{TV} = \inf_{(X,Y)} \mathbb{P}(X \neq Y),$$

where the infimum runs over the set of couples of random variables $(X, Y)$ with $X$ distributed according to $\mu$ and $Y$ according to $\nu$ (see e.g. [84, Lemma 2.20]). This last formula shows that the total variation distance corresponds to an optimal transport cost with respect to the Hamming distance cost function $d(x, y) = 1_{x \neq y}$.

Marton was the first to make a connection between this type of inequalities and the concentration of measure phenomenon. In her first works on the subject [80–82], she studied refined versions of (11) involving weighted forms of the Hamming distance (and in particular, their tensorization properties) and recovered from them some of the deep concentration of measures inequalities by Talagrand [105] (the so called convex distance inequalities).
This was then amplified by Dembo [39] with in particular multi-marginal refinements of (11). See also the papers by Samson [98–100] for different extensions of Marton’s inequalities (in particular in a dependent setting). Some weighted versions of the inequality (11) can be found in [28, 52].

The first transport inequality involving the Euclidean distance (in place of the Hamming distance) is due to Talagrand.

**Theorem 2.3** (Talagrand [106]). The standard Gaussian measure $\gamma^d$ on $(\mathbb{R}^d, |.|)$ satisfies $\text{T}_2(2)$.

This result was then extended to probability measures with a density of the form $e^{-V}$ with a uniformly convex potential $V$ by [93], [25] or [36]. Let us mention that Maurey proved in [85] the so called $(\tau)$-property for the Gaussian measure (and other log-concave measures). It was realized in [21] (see also [56, Section 8.1]) that the $(\tau)$-property is an equivalent dual version of the transport inequality. Talagrand’s inequality admits many variants involving different cost functions. We refer to [56] for a description of some of these results. Let us mention two very natural extensions. Talagrand’s inequality was extended to abstract Wiener spaces by Gentil [50], Feyel and Ustünel [48] and Djellout, Guillin and Wu [42]). It was also introduced in the framework of free probability by Biane and Voiculescu [15] (see also Theorem 2.9 below).

2.1.2. $\text{T}_2$ and the dimension-free Gaussian concentration property

Let us recall the nice and simple argument due to Marton that extracts concentration properties from transport inequalities. Here, we restrict for simplicity to the case of the inequality $\text{T}_2$ but the argument is general (see e.g. [56]).

**Theorem 2.4.** If $\mu$ satisfies $\text{T}_2(C)$, then $\mu$ satisfies the concentration property with the profile

$$\alpha(r) = e^{-\frac{1}{C} [r-r_o]^2}, \quad r \geq 0,$$

with $r_o = \sqrt{C \log(2)}$.

**Proof.** Let us take $A \subset \mathcal{X}$ such that $\mu(A) \geq 1/2$ and set $B = \mathcal{X} \setminus A^c$, $r > 0$ and consider $d\mu_A = \frac{1}{\mu(A)} \, d\mu$ and $d\mu_B = \frac{1}{\mu(B)} \, d\mu$. Then it holds

$$W_2(\mu_A, \mu_B) \leq W_2(\mu_A, \mu) + W_2(\mu_B, \mu) \leq \sqrt{CH(\mu_A | \mu)} + \sqrt{CH(\mu_B | \mu)} \leq r_o + \sqrt{C \log(\mu(B))}.$$

It follows easily from the definition that $W_2(\mu_A, \mu_B) \geq d(A, B) \geq r$. Therefore

$$\mu(B) \leq \exp \left( -\frac{1}{C} (r - r_o)^2 \right), \quad \forall r \geq r_o.$$ 

□

It turns out that dimension-free concentration can be derived from $\text{T}_2$. This follows from the following tensorization property discovered by Marton and Talagrand.

**Theorem 2.5.** If $\mu$ satisfies $\text{T}_2(C)$, then for all $n \in \mathbb{N}^*$, $\mu^{\otimes n}$ satisfies $\text{T}_2(C)$ on $(\mathcal{X}^n, d_2)$.

**Proof.** It is enough to prove the $n = 2$ case. If $\nu \in \mathcal{P}(\mathcal{X} \times \mathcal{X})$, one writes its disintegration with respect to its first variable as follows

$$\nu(dx_1 dx_2) = \nu(dx_2 | x_1) \, \nu_1(dx_1).$$

The proof then relies on the following disintegration formulas for $H$:

$$H(\nu | \mu \otimes \mu) = H(\nu_1 | \mu) + \int H(\nu(\cdot | x_1) | \mu) \, \nu_1(dx_1).$$
For the transport cost $T_2$ the same holds with an inequality $\leq$. Therefore, if $\mu$ satisfies $T_2(C)$, we get
\[
T_2(\nu, \mu \otimes \mu) \leq T_2(\nu_1, \mu) + \int T_2(\nu(\cdot | x_1), \mu) \nu_1(dx_1)
\]
\[
\leq C \left( H(\nu_1 | \mu) + \int H(\nu(\cdot | x_1) | \mu) \nu_1(dx_1) \right)
\]
\[
= CH(\nu | \mu \otimes \mu),
\]
and so $\mu^2$ satisfies $T_2(C)$. \qed

In particular, if $\mu$ satisfies $T_2$, then applying Theorem 2.4 to $\mu^n$ for all $n \geq 1$, one obtains the following

**Corollary 2.6.** If $\mu$ satisfies $T_2(C)$, then $\mu$ satisfies the dimension-free concentration property with the profile
\[
\alpha(r) = e^{-\frac{1}{C} \frac{|r-r_0|^2}{r^2}}, \quad r \geq 0.
\]

A remarkable feature of the inequality $T_2$ is that the converse implication also holds.

**Theorem 2.7** (Gozlan [53]). If $\mu$ satisfies the dimension-free Gaussian concentration property with a profile of the form
\[
\alpha(r) = \exp \left( - \frac{1}{C} \frac{|r-r_0|^2}{r^2} \right), \quad r \geq 0
\]  
(12)
then $\mu$ satisfies $T_2(C)$.

This result thus shows that the inequality $T_2$ is the minimal functional description of the dimension-free concentration of measure phenomenon. Note in particular that the best constant in $T_2$ is always equal to the best constant in the exponential profile (12). See [57] for another proof of Theorem 2.7.

**Sketch of proof.** The idea is to estimate from above and from below the following probability of rare event
\[
P(W_2(L_n, \mu) > t), \quad t \geq 0,
\]
where $L_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}$ and $X_i$ is an i.i.d sequence of law $\mu$.

1. The first estimate (from above) is given by Gaussian concentration: roughly speaking, when $n$ is large, it holds
\[
P(W_2(L_n, \mu) > t) \leq e^{-n \frac{t^2}{C}}.
\]
(this follows easily from the fact that the random variable $W_2(L_n, \mu)$ is a $1/\sqrt{n}$ Lipschitz function of the $X_i$'s)

2. The second estimate is given by Sanov large deviation theorem (see e.g. [40, Theorem 6.2.10]):
\[
- \inf \{H(\nu | \mu) : W_2(\nu, \mu) > t \} \leq \lim inf \frac{1}{n} \log P(W_2(L_n, \mu) > t)
\]
The comparison of these two informations immediately gives Talagrand’s inequality
\[
W_2^2(\nu, \mu) \leq CH(\nu | \mu), \quad \forall \nu \in \mathcal{P}(X).
\]

**Remark 2.8.** One could ask if the choice of the $W_2$ distance is really important in the definition of Talagrand’s inequality. Let us for instance consider the $W_1$ version of Talagrand’s inequality (the so called $T_1$ inequality): a probability $\mu$ satisfies $T_1(C)$ if
\[
W_1(\nu, \mu) \leq \sqrt{C H(\nu | \mu)}, \quad \forall \nu \in \mathcal{P}(X).
\]
The $T_1$ inequality is also connected to Gaussian concentration (Marton’s argument applies exactly as before) but not to dimension-free concentration (since the tensorization property of $T_1$ depends on the dimension). See [42,56] for details. It turns out that $T_1$ is much weaker than $T_2$. Indeed, it was first proved in [42] that $\mu$ satisfies $T_1(C)$ if and only if there is some $a > 0$ such that $\int e^{ad^2(x_o,x)} \mu(dx) < \infty$ (for some and thus all $x_o \in X$). Note that for instance a probability supported in (say) two disjoint closed balls in $\mathbb{R}^d$ will satisfy the integrability condition, but not the Poincaré inequality and thus not $T_2$ (see Theorem 2.10 below).

The proof above applies in other contexts. It was recently used by Riedel [97] to derive Talagrand inequality in an abstract Wiener space from Borell’s concentration inequality (thus recovering the result from [48]). It can also be used to give a new proof of the following result by Biane and Voiculescu (this was suggested to us by Michel Ledoux some years ago).

**Theorem 2.9** (Biane and Voiculescu [15]). The semi-circular law $d\sigma(x) = \frac{1}{2\pi} \sqrt{4 - x^2} 1_{[-2,2]}(x) \, dx$ satisfies the following transport inequality

$$W_2(\nu, \sigma)^2 \leq 4I(\nu), \quad \forall \nu \in \mathcal{P}(\mathbb{R}),$$

where $I(\nu) = \frac{1}{2} \int x^2 \, d\nu - \frac{1}{2} \int \log(|x-y|) \, d\nu(x) \, d\nu(y) - 3/8$.

**Proof.** We use the notations introduced in Section 1.3.2. As in the proof of Theorem 2.7, the idea is to bound from above and from below the probability of the event $\{W_2(L_n, \sigma) > t\}$, where $L_n = \frac{1}{n} \sum \delta_i$ and $\lambda_1 \leq \ldots \leq \lambda_n$ are the eigenvalues of $M^n$.

(1) To bound the probability from above, we use concentration. First observe that

$$|W_2(L_n(\omega), \sigma) - W_2(L_n(\omega'), \sigma)| \leq W_2(L_n(\omega), L_n(\omega')) \leq \frac{1}{\sqrt{n}} \sum_{i=1}^n |\lambda_i(\omega) - \lambda_i(\omega')|^2.$$

So reasoning as in the proof of Theorem 1.10, we see that

$$\mathbb{P}(W_2(L_n, \sigma) > m_n + t) \leq e^{-\frac{n^2 t^2}{2}}, \quad \forall t \geq 0,$$

where $m_n$ denotes the median of $W_2(L_n, \sigma)$ (here $\mu_1 = \tilde{\mu}_2 = \mathcal{N}(0,2)$). It is not difficult to see that $m_n \to 0$ when $n \to \infty$.

(2) On the other hand, the bound from below is provided by the large deviation principle (9): 

$$\liminf_{n \to \infty} \frac{1}{n^2} \log \mathbb{P}(W_2(L_n, \sigma) > t) \geq -\inf \{I(\nu) : W_2(\nu, \sigma) > t\}.$$

(observe that the set $W_2(\cdot, \sigma) > t$ is open).

Comparing the two bounds above, easily yields to

$$\frac{1}{4} W_2(\nu, \sigma)^2 \leq I(\nu),$$

for all probability $\nu$ on $\mathbb{R}$, which concludes the proof. \hfill \Box

The proof above is close but different from the proof by Hiai, Petz and Ueda [67] also involving large deviations. See also [78] for a direct transport proof of Biane-Voiculescu transport inequality, and [79] for a transport inequality involving the $W_1$ distance.
2.1.3. Necessary and sufficient conditions for $T_2$

In this section, we recall the position of $T_2$ in the hierarchy of classical Sobolev type functional inequalities and we give some specific criteria ensuring that a given probability measure satisfies the inequality $T_2$.

First let us recall a celebrated result of Otto and Villani which compares Talagrand’s inequality $T_2$ to two other well known functional inequalities: Poincaré inequality and Log-Sobolev inequality. We recall that a probability measure $\mu$ on $\mathbb{R}^d$ (or more generally on a Riemannian manifold) satisfies the Poincaré inequality with the constant $C > 0$ (in short $\text{PI}(C)$) if

$$\text{Var}_\mu(f) \leq \frac{C}{2} \int |\nabla f|^2 \, d\mu, \quad \forall \text{ smooth } f$$

and that it satisfies the Log-Sobolev inequality (in short $\text{LSI}(C)$) if

$$\text{Ent}_\mu(f^2) \leq C \int |\nabla f|^2 \, d\mu, \quad \forall \text{ smooth } f,$$

where, for all non-negative function $g$, $\text{Ent}_\mu(g) = \int g \log \left( \frac{g}{\mu(g)} \right) \, d\mu$.

We refer to [3] and [6] for an introduction to these (and to many other) inequalities and their applications in terms of convergence of semigroups toward equilibrium, hypercontractivity, etc. The natural hierarchy between $\text{LSI}$ and $\text{PI}$ is the following: $\text{LSI}(C) \Rightarrow \text{PI}(C/2)$. The following result shows that $T_2$ is in-between $\text{PI}$ and $\text{LSI}$.

**Theorem 2.10** (Otto-Villani [93]). Let $\mu$ be an absolutely continuous probability measure on a complete connected Riemannian manifold

1. If $\mu$ satisfies the logarithmic Sobolev inequality $\text{LSI}(C)$ then $\mu$ satisfies $T_2(C)$.
2. If $\mu$ satisfies $T_2(C)$ then $\mu$ satisfies Poincaré inequality $\text{PI}(C/2)$.

In particular, if $\mu(dx) = e^{-V(x)} \, dx$ satisfies the Bakry-Emery $\text{CD}(K, \infty)$ condition [5]

$$\text{Ric} + \text{Hess} V \geq K,$$

with $K > 0$, then it satisfies $\text{LSI}(1/K)$ and so $T_2(1/K)$. Direct transport proofs (on $\mathbb{R}^d$) of these results can be found in [36].

**Remark 2.11.** Note that since $\text{LSI}$ implies $T_2$, it also implies, according to Corollary 2.6, dimension-free Gaussian concentration of measure. Actually, this conclusion also follows from a classical elementary argument due to Herbst [77, Theorem 5.3] which is also recalled in Section 2.3.1. It is also shown in [93] that for log-concave measures $T_2$ gives back $\text{LSI}$ (see [93, Corollary 3.1] for a precise statement valid more generally for probability measures with a density of the form $e^{-V}$ with Hess $V$ bounded from below). Though very close from each other, the inequalities $\text{LSI}$ and $T_2$ are not equivalent. This was proved by Cattiaux and Guillin [32] who exhibited the first example of a probability measure satisfying $T_2$ but not $\text{LSI}$. Other examples can be found in [55] and [12]. To conclude about the exact position of $T_2$ with respect to $\text{LSI}$, let us finally mention that $T_2$ is in fact equivalent to a restricted version of $\text{LSI}$. We refer to the series of papers by the author in collaboration with Roberto and Samson [58–60].

Now let us present some specific necessary or sufficient conditions for $T_2$.

In dimension 1 a necessary and sufficient condition was obtained by the author in [55]. We will denote by $\mu_1$ the symmetric exponential probability measure

$$\mu_1(dx) = \frac{1}{2} e^{-|x|} \, dx.$$
We will also denote by $F_\mu$ the cumulative distribution function of a probability measure $\mu$ on $\mathbb{R}$, defined by $F_\mu(x) = \mu([\cdot, x])$, $x \in \mathbb{R}$ and by $F_\mu^{-1}$ its generalized inverse defined by $F_\mu^{-1}(t) = \inf\{x \in \mathbb{R} : F_\mu(x) \leq t\}$, $t \in (0, 1)$.

**Theorem 2.12** (Gozlan [55]). Let $\mu$ be a probability measure on $\mathbb{R}$. The following are equivalent

1. There exists $C > 0$ such that $\mu$ satisfies $T_2(C)$,
2. There exist $D, a > 0$ such that $\mu$ satisfies Poincaré inequality with the constant $D$ and the map

$$T = F_\mu^{-1} \circ F_\mu^1,$$

which is the unique left-continuous non-decreasing map transporting $\mu_1$ on $\mu$, satisfies the following condition

$$|T(x) - T(y)| \leq a \left( \sqrt{|x - y|} + 1 \right), \quad \forall x, y \in \mathbb{R}. \quad (15)$$

Moreover, there exists a universal numeric constant $\kappa > 1$ such that

$$\frac{1}{\kappa} \max(D_{opt}, a_{opt}^2) \leq C_{opt} \leq \kappa \max(D_{opt}, a_{opt}^2),$$

where $D_{opt}$ and $a_{opt}$ denotes respectively the best constants in Poincaré inequality and in (15).

One can deduce from the preceding result an explicit sufficient condition on the density of $\mu$ which was first obtained by Cattiaux and Guillin in [32].

**Corollary 2.13** (Cattiaux and Guillin [32]). Let $\mu$ be a probability measure on $\mathbb{R}$ of the form $\mu(dx) = e^{-V(x)} dx$, with $V$ an even function of class $C^2$ and such that $V''/(V')^2(x) \to 0$ as $x \to +\infty$. If $V$ is such that

$$V'(x) \geq \lambda x, \quad \forall x \geq x_0 \geq 0,$$

for some $\lambda > 0$ and $x_0 \geq 0$, then $\mu$ satisfies $T_2(C)$ for some $C > 0$.

This last result was then generalized in arbitrary dimension by Cattiaux, Guillin and Wu [33].

**Theorem 2.14** (Cattiaux, Guillin and Wu [33]). Let $\mu$ be a probability measure on $\mathbb{R}^d$ of the form $\mu(dx) = e^{-V(x)} dx$, with $V$ of class $C^2$. If $V$ is such that

$$(1 - \epsilon)|\nabla V|^2 - \Delta V \geq \lambda |x|^2, \quad \forall |x| \geq R,$$

for some $\lambda > 0$, $\epsilon \in ]0, 1[$ and $R > 0$, then $\mu$ satisfies $T_2(C)$ for some $C > 0$.

Note that for other transport-entropy inequalities on $\mathbb{R}^d$, similar sufficient conditions can be found in [54].

### 2.2. Poincaré inequality and dimension free concentration

In this section, we present the links between Poincaré inequality (13) and dimension-free concentration. The main result of the section shows that Poincaré inequality is a necessary and sufficient condition for this phenomenon to hold. Then we recall a result by Bobkov, Gentil and Ledoux showing that Poincaré inequality can be represented as a transport inequality. We also make a comparison between our main result and a result by E. Milman establishing the equivalence between concentration and Poincaré inequality for Log-concave probability measures.
2.2.1. From Poincaré inequality to exponential dimension-free concentration

The following result shows that Poincaré inequality implies exponential dimension-free concentration. The first result in this direction goes back to the works of Gromov and Milman [63] and Borovkov and Utev [30]. See also subsequent developments by Aida and Stroock [1], Bobkov and Ledoux [24] and Schmuckenschläger [101]. Note that in the paper by Bobkov and Ledoux, a sharper concentration result à la Talagrand (involving enlargements of sets with a mixing of $\ell_1$ and $\ell_2$ balls) is deduced from Poincaré.

**Theorem 2.15** (Gromov and Milman [63], Borovkov and Utev [30]). Let $\mu$ be a probability measure on $\mathbb{R}^d$. If $\mu$ satisfies $\text{PI}(C)$, then $\mu$ satisfies the dimension-free concentration of measure property with an exponential profile of the form

$$\alpha(r) = \exp\left(-\frac{a}{\sqrt{C}}[r - r_o]\right)$$

where $r_o = \sqrt{Cb}$ and $a, b$ are universal numeric constants.

We refer to [77, Corollary 3.2] for the elementary proof of this result.

2.2.2. Characterization of the dimension-free concentration of measure phenomenon

The following result obtained in [61] establishes a strong converse to the preceding result. It shows that the class of all probability measures satisfying a non-trivial dimension free concentration of measure property is equal to the class of probability measures satisfying Poincaré inequality.

**Theorem 2.16** (Gozlan, Roberto and Samson [61]). Let $\mu$ be a probability measure on $\mathbb{R}^d$; if $\mu$ satisfies a dimension-free concentration of measure inequality with a profile $\alpha$ such that $\alpha(r) < 1/2$ for at least one value of $r > 0$, then $\mu$ satisfies $\text{PI}(C)$ with the constant

$$C = \left(\inf \left\{ \frac{r}{\Phi^{-1}(\alpha(r))} : r > 0 \text{ s.t. } \alpha(r) < 1/2 \right\} \right)^2,$$

where

$$\Phi(r) = \frac{1}{\sqrt{2\pi}} \int_r^{+\infty} e^{-u^2/2} du.$$

In the same spirit, let us mention that dimension-free concentration with respect to $\ell_\infty$ - enlargements (instead of $\ell_2$ as in the preceding result) has been characterized for 1-dimensional probability measures by Bobkov and Houdré [23]. For 1-dimensional measures again, Bobkov and Götze [21] showed that dimension-free concentration restricted to convex sets and complements of convex sets was equivalent to Poincaré inequality restricted to convex functions.

The proof of Theorem 2.16 relies on a combination of the central limit theorem (giving rise to the function $\Phi$) and Hamilton-Jacobi equation (introducing the $|\nabla f|^2$ in the inequality). Let us mention that Theorem 2.16 is stated in $\mathbb{R}^d$ only for convenience, but its conclusion is actually true on any metric space (with a proper definition of Poincaré inequality). See [61] for details.

**Remark 2.17.**

1. If $\mu = \gamma$ is the standard Gaussian measure on $\mathbb{R}$, then according to Corollary 1.4 it satisfies the dimension-free concentration of measure property with the profile $\alpha = \Phi$. Thus inserting this $\alpha$ in (16), one recovers that $\gamma$ satisfies Poincaré with the constant $C = 1$ which is the optimal one.

2. The preceding result applies even in the case of an elementary profile $\alpha \equiv 1/2$ on $[0, r_o]$ and $\alpha \equiv \lambda_o \in [0, 1/2]$ on $[r_o, \infty]$.

An immediate corollary of the above results is the following characterization of dimension-free exponential concentration.
Corollary 2.18. A probability measure $\mu$ satisfies Poincaré inequality if and only if it satisfies the dimension free concentration property with an exponential profile.

If $\mu$ is a probability measure on $\mathbb{R}^d$, denote by $\alpha_\mu$ its asymptotic concentration profile defined by

$$\alpha_\mu(r) = \sup_{n \in \mathbb{N}} \sup_{A \subset \mathbb{R}^d : \mu_n(A) \geq 1/2} \left( 1 - \mu^n(A_r) \right), \quad r \geq 0.$$ 

In other words, the function $\alpha_\mu$ is the best function $\alpha$ such that $\mu$ satisfies the dimension-free concentration of measure phenomenon. Note that this function can be the constant $1/2$ (in which case $\mu$ does not enjoy any non-trivial dimension-free concentration result). The following result shows that in case $\alpha_\mu$ is not trivial, then it is in between exponential and Gaussian profiles.

Theorem 2.19. Let $\mu$ be a probability measure on $\mathbb{R}^d$.

1. Either $\alpha_\mu \equiv 1/2$, or there exist $a > 0$, $r_0 \geq 0$ such that $\alpha_\mu(r) \leq e^{-a|r-r_0|}.~$

2. Assume $d = 1$ and $\mu$ has expectation $m$ and variance $\sigma^2$. Either $\mu = N(m, \sigma^2)$ or $\alpha_\mu(r) > \Phi(r/\sigma)$, for all $r > 0$.

In particular, the first point means that dimension-free concentration is always at least exponential. This was already observed by Talagrand in [104, Proposition 5.1].

Proof. Point (1) is a direct consequence of Theorems 2.16 and 2.15. Let us prove Point (2). According to a well know result by Borovkov and Utev [30] (see e.g. [26] for a proof), at fixed variance the Gaussian probability measure possesses the least Poincaré constant. Therefore, if $\mu$ is not Gaussian, the constant $C$ of (16) is greater than $\sigma^2$ which implies that $\alpha_\mu(r) > \Phi(r/\sigma)$, for all $r > 0$. □

2.2.3. A formal comparison with a result by E. Milman

Theorem 2.20 (E. Milman [88,89]). Let $\mu$ be a log-concave probability measure on $\mathbb{R}^d$. If $\mu$ satisfies the following concentration inequality: there are some $r_0 > 0$ and $\lambda_0 \in [0, 1/2)$ such that

$$\mu(A_{r_0}) \geq 1 - \lambda_0, \quad \forall A \subset \mathbb{R}^d, \text{ s.t. } \mu(A) \geq 1/2,$$

then $\mu$ satisfies $\text{PI}(C)$ with $C = 4 \left( \frac{r_0}{1 - 2\lambda_0} \right)^2$.

The papers [88,89] contain a nice general equivalence between concentration of measure properties, functional inequalities and isoperimetric type inequalities under curvature conditions. For example, it follows from this general result that for a log-concave probability measure, Gaussian concentration implies Log-Sobolev inequality (with a quantitative and dimension free link between the constants). See also [57] for a different proof based on transport inequalities. A similar result was already obtained by Wang [110] (see also [11,17]) but under the assumption of a finite exponential moment of order 2 (assumption which has the disadvantage to yield to a dimension dependent constant in $\text{LSI}$).

2.2.4. Poincaré inequality expressed as a transport inequality.

The result below is due to Bobkov, Gentil and Ledoux [20]. It shows that Poincaré inequality is equivalent to some transport inequality involving a cost function which is quadratic for small displacements of mass and linear for large displacements.
Theorem 2.21 (Bobkov, Gentil and Ledoux [20]). A probability measure \( \mu \) on \( \mathbb{R}^d \) satisfies \( \text{PI}(C) \) for some constant \( C > 0 \) if and only if there exists some \( D > 0 \) such that \( \mu \) satisfies the following transport inequality
\[
\mathcal{T}(\nu, \mu) \leq H(\nu | \mu), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^d),
\]
where
\[
\mathcal{T}(\nu, \mu) = \inf E[\min(D | X - Y|; D^2 | X - Y|^2)],
\]
where the infimum runs over the set of all couples of random variables \( (X, Y) \), with \( X \) distributed according to \( \nu \) and \( Y \) according to \( \mu \).

Note that the link between the constants \( C \) and \( D \) is explicit and quantitative (see [20, Corollary 5.1] for a precise version).

Summarizing the contents of Corollary 2.6, Theorem 2.7 and Corollary 2.18, we see that exponential and Gaussian dimension-free concentration are both equivalent to a certain transport inequality.

Identifying a functional inequality that would be equivalent to dimension-free concentration with a profile of the form
\[
\alpha_p(r) = e^{-a[r - r_0]^p_+}, \quad r \geq 0
\]
with \( p \in ]1, 2[ \), is still an open problem. Several functional inequalities give concentration rates between exponential and Gaussian (see in particular [9, 51, 75]). Nevertheless, considering the two extreme cases \( p = 1 \) and \( p = 2 \), a natural conjecture is that this concentration phenomenon is equivalent to a transport inequality with a cost function of the form
\[
c_p(x, y) = \min(||x - y||^2; ||x - y||^p), \quad x, y \in \mathbb{R}^d.
\]

2.3. Applications

To conclude this survey, we show two consequences of Theorems 2.7 and 2.16.

2.3.1. A proof of Otto-Villani Theorem using concentration

The theorem by Otto and Villani 2.10 showing the implication \( \text{LSI} \Rightarrow \mathbf{T}_2 \) admits at least three different proofs. The original proof by Otto and Villani [93] was based on calculations of the derivatives of the relative entropy and the transport cost along an interpolation given by the solutions of Fokker-Planck equation. Then Bobkov, Gentil and Ledoux [20] proposed another proof based on a dual formulation of the inequality \( \mathbf{T}_2 \) and Hamilton-Jacobi equations. A third proof was given by the author [53] relying on the characterization of \( \mathbf{T}_2 \) in terms of dimension free concentration. This is the one we sketch below.

Proof of Theorem 2.10. \((\text{LSI} \Rightarrow \mathbf{T}_2)\) If \( \mu \) satisfies \( \text{LSI}(C) \), then, according to a well known elementary argument due to Herbst (see e.g. [77, Theorem 5.1] or below), it satisfies a dimension-free concentration inequality with the profile
\[
\alpha(r) = e^{-\frac{a}{2}[r - r_0]^2_+}, \quad r \geq 0.
\]
According to the characterization of \( \mathbf{T}_2 \) given in Theorem 2.7, \( \mu \) satisfies \( \mathbf{T}_2(C) \).

\((\mathbf{T}_2 \Rightarrow \text{PI})\) If \( \mu \) satisfies \( \mathbf{T}_2 \), then according to Corollary 2.6, it satisfies a dimension-free concentration inequality with a Gaussian profile of the form
\[
\alpha(r) = e^{-\frac{a}{2}[r - r_0]^2_+}, \quad r \geq 0.
\]
According to the characterization of \( \text{PI} \), \( \mu \) satisfies Poincaré inequality with the constant \( D \) such that
\[
\sqrt{D} \leq \inf \left\{ \frac{r}{\int \frac{1}{\alpha(r)}} : r > 0 \text{ t.q } \alpha(r) < 1/2 \right\} \leq \frac{1}{\sqrt{2}} \lim_{r \to \infty} \frac{r}{\log \alpha(r)} = \sqrt{C/2}.
\]
\[\square\]
For the sake of completeness, we sketch the proof of Herbst’s argument.

**Proposition 2.22.** If \( \mu \) satisfies LSI\((C)\), then it satisfies the dimension-free concentration inequality with the profile \( \alpha(r) = e^{-\frac{1}{2C}[r-r_o]^2} \), with \( r_o = \sqrt{2 \log(C)} \).

*Proof.* Let \( g \) be a bounded, 1-Lipschitz function on \( \mathbb{R}^d \) and define for all \( \lambda > 0 \),
\[
Z(\lambda) = \int e^{\lambda g} \, d\mu.
\]
Applying the log-Sobolev inequality (14) to \( f = e^{\lambda g/2} \), we get
\[
\lambda \int g e^{\lambda g} \, d\mu - \log \left( \int e^{\lambda g} \, d\mu \right) \int e^{\lambda g} \, d\mu \leq \frac{C \lambda^2}{4} \int |\nabla g|^2 e^{\lambda g} \, d\mu \leq \frac{C \lambda^2}{4} \int e^{\lambda g} \, d\mu.
\]
In other words,
\[
\lambda Z'(\lambda) - Z(\lambda) \log Z(\lambda) \leq \frac{C \lambda^2}{4} Z(\lambda),
\]
and so
\[
\frac{d}{d\lambda} \frac{\log(Z(\lambda))}{\lambda} \leq \frac{C}{4 \lambda}, \quad \forall \lambda > 0.
\]
Observe that \( \log(Z(\lambda))/\lambda \rightarrow Z'(0)/Z(0) = \int g \, d\mu \) when \( \lambda \rightarrow 0 \), so integrating the differential inequality above between 0 and \( \lambda > 0 \), we get that
\[
\int e^{\lambda(g - \int g \, d\mu)} \, d\mu \leq e^{C \lambda^2/4}, \quad \forall \lambda > 0.
\]
Finally, for all \( t \geq 0 \)
\[
\mu \left( g > \int g \, d\mu + r \right) \leq e^{-\lambda r} \int e^{\lambda(g - \int g \, d\mu)} \, d\mu \leq \exp(C \lambda^2/4 - \lambda r).
\]
Optimizing over \( \lambda \) gives the following deviation bound:
\[
\mu \left( g > \int g \, d\mu + r \right) \leq e^{-r^2/C}, \quad \forall r \geq 0. \tag{17}
\]
Now considering \( r > r_o := \sqrt{C \log(2)} \), one easily concludes from (17), that \( m_g \) (the median of \( g \) under \( \mu \)) satisfies
\[
m_g \leq \int g \, d\mu + r_o,
\]
which together with (17) yields to
\[
\mu(g > m_g + r) \leq e^{-[r-r_o]^2}, \quad \forall r \geq 0.
\]
According to Proposition 1.7, this proves that \( \mu \) satisfies the concentration inequality with the announced Gaussian profile. To conclude the proof, it remains to invoke the classical tensorization property of the log-Sobolev inequality: if \( \mu \) satisfies LSI\((C)\), then for all positive integer \( n \), \( \mu^n \) also satisfies LSI\((C)\) (see e.g. [77, Corollary 5.7]). Therefore repeating the preceding calculations with \( \mu^n \) instead of \( \mu \) yields to the conclusion that \( \mu \) satisfies the dimension-free concentration inequality with the profile \( \alpha(r) = e^{-\frac{1}{2C}[r-r_o]^2} \), \( r \geq 0 \). \( \square \)

### 2.3.2. Some remarks on the KLS conjecture

First let us recall the famous KLS conjecture due to Kannan, Lovasz and Simonovits [69]. Recall the definitions of isotropic log-concave measures from Section 1.3.3.

**Conjecture 2.23** (Kannan, Lovasz and Simonovits [69]). There is some universal constant \( C \) such that any isotropic log-concave probability measure satisfies PIP\((C)\).
This conjecture can be reduced to a concentration of measure problem, as shown in the following result by E. Milman [89].

**Theorem 2.24** (E. Milman [89]). The KLS conjecture is equivalent to the following statement: there are some $r_0 > 0$ and $\lambda_0 \in (0, 1/2)$ such that for any positive integer $d$, any isotropic log-concave probability measure $\mu$ on $\mathbb{R}^d$ satisfies

$$
\mu(A_{r_0}) \geq 1 - \lambda_0, \quad \forall A \subset \mathbb{R}^d \text{ s.t } \mu(A) \geq 1/2.
$$

Note that this follows immediately from E. Milman’s Theorem 2.20.

**Alternative proof.** This result also follows immediately from our characterization of Poincaré inequality given in Theorem 2.16. Indeed the class of isotropic and log-concave probability measures is stable under product. Therefore assuming a universal concentration inequality for isotropic log-concave probability measures is exactly the same as assuming a universal dimension-free concentration property for this class of measures. According to Theorems 2.15 and 2.16 this is equivalent to a universal Poincaré inequality. □

Taking $f(x) = |x|^2$ as a test function in the Poincaré inequality, one sees that the KLS conjecture directly implies the following conjecture called variance conjecture in the literature (that we already encountered in Section 1.3.3).

**Conjecture 2.25** (Variance conjecture). There exists a constant $c > 0$ such that any isotropic log-concave random vector $X$ with values in $\mathbb{R}^d$ satisfies

$$
\text{Var}(|X|^2) \leq cd.
$$

Klartag [71] showed that the variance conjecture is true for unconditional isotropic random vectors (an alternative proof by Barthe and Cordero-Erausquin [10] and by Klartag [73]). We recall that a random vector $X = (X_1, \ldots, X_d)$ is unconditional if

$$
\text{Law}(X_1, \ldots, X_d) = \text{Law}(\epsilon_1 X_1, \ldots, \epsilon_d X_d)
$$

for any choice of $\epsilon_i = \pm 1$. As we already mentioned, Guédon and Milman [65] proved that for any isotropic log-concave random vector $X$,

$$
\text{Var}(|X|^2) \leq cd^{5/3}
$$

which is the currently best estimate. Recently Eldan [46] proved the following striking result: if the variance conjecture is true then the KLS conjecture is true up to a $\log d$ factor.

Let us finally mention the following extension of Klartag’s result recently obtained by the author and Cordero-Erausquin [37] whose proof relies on some transport techniques and transport inequalities.

**Theorem 2.26** (Cordero-Erausquin and Gozlan [37]). There exists a constant $C > 0$ such that for any log-concave random vector $X$ with values in $\mathbb{R}^d$, it holds

$$
\text{Var}(|\overline{X}|^2) \leq c \sum_{i=1}^d \mathbb{E}[X_i^2]^2,
$$

where $\overline{X}$ is defined by $\overline{X}_i = X_i - \mathbb{E}[X_i X_1, \ldots, X_{i-1}]$.
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