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Abstract

This volume contains selected contributions related to the international workshop on Gradient flows: from theory to application, held at the International Centre for Mathematical Sciences in Edinburgh during 20–24 April 2015.

Partial differential equations (PDE) have been used successfully to describe a variety of important phenomena in physics, engineering, life and social sciences. Many of these processes are driven by minimising energies with respect to certain costs, following the common rule in nature to be as efficient as possible. Hence a large class of nonlinear PDEs can be interpreted as gradient flows in certain metrics, in which the energy along solutions decreases as fast as possible. The choice of the energy as well as the dissipation mechanism allows for a variety of formulations. The heat equation for example can be interpreted as an $L^2$-gradient flow of the $H^1$-seminorm $E = \frac{1}{2} \int |\nabla u|^2$, but also as a Wasserstein gradient flow of the entropy $E = \int u \log u$. Both interpretations have their merits, although the latter might be considered a more ‘natural’ measure to describe the state of a system. Wasserstein gradient flows have become a popular tool in PDE analysis, especially since the seminal work of Jordan, Kinderlehrer and Otto, cf. [21]. They demonstrated that solutions of the Fokker-Planck equation can be interpreted as a steepest descent of the entropy functional with respect to the Wasserstein metric. The connection between Wasserstein metrics and dynamic systems involving dissipation or diffusion initiated a lot of research on the analysis of gradient flows, see for example the monograph by Ambrosio, Gigli and Savaré [2]. It allowed for further developments in the field of optimal transportation problems, see [36, 34] and set the basis for the development of numerical schemes. Also research on the connection of gradient flow structures to the underlying microscopic particle systems by studying the large deviation behaviour [1] or the GENERIC (General Equation for Non-Equilibrium Reversible-Irreversible Coupling) framework to describe, in one
system, both reversible and irreversible dynamics \([19, 30, 27]\) were influenced by the research on Wasserstein gradient flows.

These recent developments also fertilised research in different fields of applied mathematics. Starting with the development of analytic tools for nonlinear PDEs describing transport phenomena in general, research quickly spread into areas such as medical imaging and image processing as well as applied PDE theory in the life and social sciences. Many well known mathematical models in physics, such as the porous medium equation, see e.g. \([35]\), or the Derrida-Lebowitz-Speer-Spohn equation \([14, 17]\), can be interpreted as gradient flows. In material sciences gradient flow systems have been used to describe the behavior of plastic materials, see \([28]\), or to model phase separations of two materials, e.g. the Cahn-Hilliard equation \([10]\). The latter also has applications in image processing, such as image restoration \([5, 9]\). Gradient flow techniques have been used successfully to analyse transportation processes in biology, for example for the Patlak-Keller-Segel equation \([22]\) modeling cell motion in the presence of a chemoattractant or aggregation models for many-particle systems. Here the decay properties of the energy functionals were used to show existence of solutions and study the convergence behaviour towards complex stationary states, see for example \([12, 8]\). In the context of PDE on surfaces as well as surface processing, gradient flows constitute a rich class of models such as the formulation of thin films on surfaces \([33, 3]\), or the gradient flow perspective for formulating a level set representation of Willmore flow \([15]\).

Gradient flows also have a long standing tradition in image processing, in particular for image enhancement, such as classical approaches for total variation minimisation have been formulated as gradient flows \([37]\) and generalisations of this to anisotropic diffusions \([38]\). It is also more generally connected to questions of variational regularisation techniques in inverse imaging problems, and more recently —in the context of the Wasserstein distance— has been used for image registration, warping, shape classification and image segmentation \([20, 32, 23]\).

The gradient flow formalism provides a natural framework to preserve physical properties, such as the positivity of solutions or the entropy. Hence the implementation of numerical schemes received considerable attention in the last years. Starting with the seminal work of Benamou and Brenier \([4]\) who based their solver on the hydrodynamic formulation of classical mass transportation problems, different discretization techniques have been proposed. Most of them are based on the semi-discretisation of the gradient flow equations \([7, 11]\) or the Lagrangian interpretation, see for example \([18, 13, 16, 24]\). A common challenge in all these schemes is the compu-
tational complexity. They either involve the solution of highly nonlinear partial differential equations or involve the computation of the Wasserstein distance, a quantity which corresponds (in space dimension greater than one) to an optimisation problem itself. There are few results on the numerical analysis of these schemes. The first analytic result on the convergence of a Lagrangian scheme in one spatial dimension was provided by Matthes and Osberger in [24]. Recently, when also the imaging community got interested in the Wasserstein distance as a measure of similarity, continuous convex optimisation techniques, such as proximal forward-backward and primal-dual iterations, have been proposed for the minimisation of the Wasserstein distance [31]. More generally, dissipation-preserving numerical methods for gradient flows are also developed in geometric integration, such as the discrete gradient method [26, 25].

More recently gradient flow techniques have made its way into practical applications in industry. For example optimal transport distances for full wave form inversion in seismic imaging cf. [29], Hamiltonian flows in weather forecasting cf. [6] and image registration in medicine [20].

This volume was initiated by the International Centre for Mathematical Sciences workshop on 'Gradient flows: from theory to application' held in April 2015. The workshop was attended by 43 participants, both from UK and from overseas. It covered a wide spread of topics in gradient flow research, ranging from analysis and numerics to applications in industry. The contributions to this volume provide a flavour of different areas which
were discussed at the workshop:

- **Benamou, Carlier and Laborde** take advantage of the Benamou-Brenier dynamic formulation of optimal transport to propose a variant of the JKO scheme for Wasserstein gradient flows which employs an augmented Lagrangian method in each step of the JKO scheme. They present numerical results for the porous medium equation, nonlocal interaction equations as well as systems of interacting species.

- **Di Francesco** reviews results from the literature which attempt to link the theory of scalar conservation laws with the Wasserstein gradient flow theory.

- **Cesaroni, Dirr and Novaga** study a semilinear viscous parabolic equation with periodic nonlinearity, with the aim of characterising the asymptotic speed of propagation of almost planar solutions.

- **Bonetti, Rocca, Rossi and Thomas** study the well-posedness of equations arising in continuum mechanics when combining plastic deformation and isotropic damage.
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